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PREFACE
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Nishida, Dr. D. tlirshfeld, and Dr. Kong-Kyun Ro for their
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special thanks are due to organizing comittee members Dr. Rak
To Song, Dr. Soondal Park, Dr. Ui Chong Choe. Dr. Man Suk Song,
Mr. lice Myon Kwon, Mr. Kil Ito Chung, Prof. lyung Jae Oh, Mr.
In Soo Kang, and Mr. Juri Toomepuu, whose selfless contribu
tions to the success of the Conference are immeasurable.

Moon Taik Shim, Plh.D.
Chairman
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Seoul, Korea
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SIMULATING STRUCTURED SCENARIOS

FOR CORPORATE PLANNING

John Tydeman
Australian National University

A.C.T., Australia, and
Institute for the Future

Menlo Park, Cailfornia, U.S.A.

Robert Mitchell
Canberra College of Advanced Education

A.C.T., Australia

ABSTRACT. The operations research contribution to
both public- and private-sector planning has become increas-
ingly significant over the last decade. In particular, the
need to formally include an uncertainty component in any
planning model is widely accepted. An operational procedure,
which gives the decision maker the flexibility to plan in a
changing environment and to evaluate alternative strategies,
currently lacks formal definition.

The aim of this paper is to outline a method of gener-
ating a structured uncertainty context for use in problem
analysis in general and corporate planning in particular and
to report its application to a large Australian public
authority. The uncertainty context is defined to comprise
both events (i.e., one-off issues which have an impact on
the organisation) and trends (i.e. time series variables which
are subject to gradual change over the planning period).

The approach is designed to handle relatively large data
sets. The input comprises carefully formulated subjective
judgements from problem participants on probabilities of
occurrence, trend movements, and pairwise interaction
effects.

A time-dependent simulation model is used to generate
a consistent set of the likely scenarios; consistent in that
they are mutually exclusive and their probabilities of
occurrence sum to one. This provides a basic framework for
decision analysis and adaptive planning.

An application to an Australian state railway is then
considered. The findings provide a series of detailed
pictures of likely futures with which the organisation may
be confronted in the next five years.
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1. INTRODUCTION

Scenarios are becoming an increasingly popular tool for
planning and evaluation within both public and private
sector organisations. Typically, the construction of
scenarios, describing possible operating environments for a
corporation in the future, involves a number of basic steps.

1.1 Determining events or developments that might occur with-
in a planning time frame and that would result in significant
conseqeunces - either positive or negative - for the company;

1.2 Assigning or estimating a range of values for each of
the key variables selected;

1.3 Determining the resulting interactions between these
variables; and

1.4 Developing descriptions of the future under the various
sets of operating conditions.

In this paper a model is outlined to generate a
structured uncertainty context, i.e. to perform tasks 2, 3
and 4. The identification of the issue set (task 1) has been
discussed extensively, within a particular health care
problem context. [141

Numerous alternative approaches have been suggested for
undertaking scenario building exercises. Techniques such as
structural modelling [6] and cross-impact analysis r2iJ41,
[9], [1 have been used to provide decision makers with a
structured, rigorously defined context in which to assess
alternative proposals or to develop new strategies. Scenario
generation techniques, reviewed in [10], may be thought of
as an extension of the cross-impact concept, the aim being to
provide a variety of alternative likely/unlikely, desirable/
undesirable, important or significant futures for input to
the planning proce ts.

2. SCENARIOS AND CORPORATE PLANNING

Corporate plauning with scenarios is one method of deal-
ing with the unpredictability of the future. Although the
intention is to provide insight into possible changes and
developments, the aim is not to predict, In a statistical
sense, the future. Scenarios are intended to raise awareness
and to avoid surprise. To this end they attempt to incor-
porate advances in technology, changes in social attitudes,
changes in legal and administrative systems, possible

'k- 617-



modifications to international agreement and future govern-
ment priorities and any other developments which are, to a
large degree beyond the control of the decision maker.

Scenarios must be described in fairly concrete terms to
enable evaluation and aystematic study of the future. The
variables or elements that are currently included within
most scenarios may be considered in two broad classes
namely, events and trends.

An event is defined as a binary phenomenon that may
occur either once and only once or else not occur in a
specified time frame. Events are characterised by occurring
suddenly and having an impact on the performance of the
system. That impact may be significant or insignificant, p
desirable or undesirable. As the objective is to provide
the decision maker with a rich picture, events may include
social, political, technological, economic, legal, and Ji
behavioural changes.

Trends, on the other hand, are movements in time series
data that ordinarily change gradually with time (e.g.,
Comsumer Price Index). Unlike events, trends do not either
"occuril or "not occur", but from time to time there are
sudden and unexpected deviations or perceived movements that
may cause some degree of consternation.

A trend statement is also an alternative to a complex
set of specific event statements and, in this sense, provides
a valuable tool for including issues that are vague and ill-
defined yet potentially of importance. For example, rather
than attempting to specify a number of precise levels of un-
employment for particular years, it is possible to consider
likely deviations about a known or postulated trend.

To be useful, most scenario generation procedures must
include both events and trends and some sense of their
possible interaction. Events and trends provide the raw
material "blocks" for the scenarios. Ihe art of construction
is in shaping or rearranging these blocks and focussing on
the most important of the interactions.

Ways of including scenarios within the planning process
[5], [12], 115] range from a heuristic, unstructured dis-
cussion of uncertainty within the realm of the planning
process to a formal decision making under uncertainty
multiple-objective-trade-off algorithm. The model outlined
in this paper may be used either to provide general insights
into the corporate planning process, as a framework in which
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to evaluate alternative options or as a formal input to an
adaptive planning process. One significant feature of this

L model is its ability to handle a relatively large number of
issues. Whilst the principle of parsimony is taken as axio-
matic for model building the same is not true when attempting
to structure a rich and varied picture of the environment.

A final characteristic of this approach is that the
basic input comprises structured subjective judgements of
participants in the problem process. Methods of eliciting
subjective data and of combining expert judgements have been
discussed elsewhere [17], 111]. This paper is concerned
with the task of structuring such data for use within an
analytic context.

3. SIMULATION MODEL FOR SCENARIO GENERATION

Th e basic simulation model for scenario generation has
five general stages:

3.1 Specify Input

3.2 Compute impact factors

3.3 Perform simulation

3.4 Select highest probability scenario and adjust parameters

Steps 3.2,3.3 and 3.4 are repeated until the desired
number of scenarios are generated (i.e. a consistent set of

4 the likely scenarios).

Each stage in the process is now outlined in some detail.
Data is restricted to pairwise probability relationships as
there are no available practical procedures for subjectively
eliciting third and higher order information.

3.1 Specify Input

Consider the case in which there are n events and m
trends. Data is required on trend levels, event probabil-
ities and all interactions. The input may be partitioned as

Cl follows: Event x Event, Trend x Trend, Event x Trend and
Trend x Event. Each partition is discussed in turn and
brief comment is offered on the procedures used to estimate
the vr ious parameters.

¢ / -619-



3.1.1 Event x Event

This comprises probability and joint probability inform-
ation on events.

For each event Ei , i - , .. ,

Let P(Ei) = P1  probability of occurrence of event i L
within the specified time period and

P(E nEj) P joint probability of occurrence

of both events (i,j) within the

time period,

where event probabilities are computed by
averaging a set of subjective estimates of the
likelihood of occurrence from a sample of individ-
uals.

The explicit inclusion of time complicates the comput-
ation of the joint probabilities as the usual classical stat-
istical procedures are non-time dependent. Some approaches
use cumulative distribution functions to improve event estim-
ates but the estimation of interactions, unless itself a
dynamic process, suffers all the limitations of this approach
[13], [141.

The issue of determining the relationship between time
dependent conditional probabilities and traditional condit-
ional probabilities has been discussed extensively [3] and
the exact relationship has been demonstrated. In this
context, an approximation formula [13] may be used to estm-
ate PiJ1 viz,

•P pP *).
Pij Pi/jf * jf/inj Pj +  j/i iff f/inj

where P = probability of event I given that event
/jr j has occurred (first), and

P probability that event j occurs first
f/in1 given that both events i and j occur

in the time period.

Thiese probabilities may now be estimated directly.

3.1.2 Trend x Trend

This comprises probability d&stributions of trend levels
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and average trend values.

[ .For each trend T, j 1,... m,

Let P(Tj=Sk) = fj(k)

where Sk = the k state of the discrete trend
distribution, k = 1,... , r

= probability that trend j is in state k
r and~r

"E(T ) = E f J(k) V(S k)

' k=l

= expected value of trend J,

where v(Sk) = value attached to state Sk of

trend j and
r

E(T) = E fJ(k) v 2 (Sk)
k=1

'= second moment

For each pair of trends T , T i*j, a revised probability
distribution is calculated, namely,

P(Tj=Sk / Ti=Sk,)

where k'=l, ... , k, ... , r.

Computation:

Trends are treated as discrete variables with a range of
possible states around a "no change" state. Participants
provide values of the most likely state for the trend at the
end of the specified time period and a probability distrib-
ution, an expected value and a second moment are computed
for each trend.

The computation of the "trend on trend impact" is a
time consuming exercise empirically if an attempt is made to
estimate a conditional trend distribution (fj(k)/i(k') ) for

every value of k'. An alternative approach is to estimate the
distribution for trend j say given the highest value of Ti
(V(S )) and the lowest value of T (v(S ') and to interpolate

r 1for intermediate states,
For example, the interpolated conditional trend state

-621-
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probability for trend j is given that trend i is in state t
(Std, I<t<r, is

f*
J(k)/i(t) (14t,<r), and is given by

fj(k) + (fj(k)/I(r) - fJk))'(v(St)-E(Tj))

v(S r ) - E(T )
if v(St)>E(T

j)f*
J(k)/I(t) =

fJ(k) (k) - Fj(k)/i(1)). ( E(T)-v(St

E(Tj) - V(S1) otherwise

The actual requirement of respondents can either be to
specify a new (conditional) probability distribution or to
extend the magnitude of the change (if any) in the original
distribution.

3.1.3 Event x Trend

This comprises revised probability distributions of
trend levels given the occurrence of an event (E.=1) and

non-occurrence of an event (Ei=0) respectively.

For each trend TJ, , ... , m, and

for each event E, i=, n

let, P(Tj=Sk/Ei=I) = fJ(k)/i and

P(Tj=Sk/Ei=O) = fj(k)/i

Computation:

These probability distributions are estimated similarly
to those in the trend x trend section, except that there is
now no need for interpolation.

3.1.4 Trend x Event

This comprises revised probability extimates of events
given specific levels of trends.

For each event Ei, and trend, T.,

let, P(Ei /T = k= Pi/j(k) k-1, ... r

probability of occurrence of E. given that trend T
was in s tate 6k



If

Computation:

The revised probability estimates are averages of a set
of subjective estimates of the conditional outcomes. For
practical pruposes only, upper and lower state values of the

trend are used and intermediary values are computed by inter-
polation. For example,

let, Sk t, 1t~r, for trend T

then, -Pi).(v(St)Pi +  i/j (r) -P) ( (

V(Sr) - E(Tj) if v(S E(T

Pilj(t) ('Pij- Pi/j (fE(TS ))E (4

i- -i) - v(Std))

E(Tj) - V(Sl)' otherwise

3.2 Compute Impact Factors

As stated earlier, the probability measures are used to
construct a set of impact factors which in turn form the
basic structure of the simulation. These factors indicate the
magnitude of change to a trend level or event probability.
The firstround effects are simply deduced from the (event,
event), (trend,event) and (trend, trend) conditional prob-
abilities outlined above. Once the original values have been
changed, however, we require rules to adjust probabilities
given the occurrence (or non-occurrence) of events and/or
the changes in the states of the various trends. These rules
are reflected in a set of impact factors.

3.2.1 Event x Event

Let R = factor measuring impact that the occurrence
of event Ei has on E and

j
R = factor measuring impact that non-occurrence of

event Ei has on Ej.

Then, - p
Pj)( 1 .p ,l if -i P
\ i

R-
j/i

___- P, otherwise
\ J) ,p
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- J Pip /(I-pj) ,if - Pij

I P i J
i/

(P J -P /iJ otherwise.

-P /)

3.2.2 Trend x Trend

LetR Rj(k)/i(t) impact factor that trend Ti in state

St has on trend T in state Sk

Then, ff
j(k)/i(t) if f* >

.j(k)/i(t) fj(k)
I - (k)

Rj(l,),i(t)

-f
- j(k)/i(t) J(k)_ otherwise.

fJ(k)

3.2.3 Event x Trend

Let, Rjk)/i - impact factor that the occurrence of
event E has on trend T in state S

i jk

Rj(k)/ impact factor that the non-occurrence
of event E has on trend T in stateSk

Then,

f -
J(k)/i J(k) .if f1 - fj(k) f) 'k

Rj (k)/i f

J(k)/i - J(k) , otherwise, and

fj (k)
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f
j(k)/i M(k) if fj(k)/ > )

I f jk(k)

f fF R j kJ j k /

SfW - fj(k) , otherwise.

j (k)

3.2.4 Trend x Event

Let, R impact factor of trend T in state t

4 Then,.
i/j(,t) Pi , if P*/ t> P

ii/j(t)

, , otherwise.

3.3 Perform SimulationI

The aim of each simulation is to produce, for n. events :
and m trends, estimates of the probability of occurrence of j

~~each of the 2event-scenarios together with the corres-
~ponding average values of each of the m trends. This is

achieved by generating N sample scenarios based on the event
and trend probability information discussed above. Each

~sample requires (n + m) passes at which one of the scenario
¢ elements is determined and the event and trend probabilities
: for undetermined elements are adjusted. As explained in

~section 3.4 this whole simulation procedure is repeated with
modified input probabilities and impact factors and from

~each such iteration the highest probability event-scenarioSis "removed" from the probability space.

The basic simulation process is outlined below in steps
(i) through (ix) :

(1) Select an undetermined event CE.) or a trendI

3.3 Perfr Siuatirand.

If event (E.) is selected in (i), do (ii) and (iii). t

11

a, m trn5 -- of
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(ii) Determine occurrence or non-occurrence using
random numbers and the current probability value.

(iii) Compute for each event, E (J*i) refined prob-

abilities, P and for each trend T, refined or

modified trend frequency distributions f(

k-1, ..., r
where, for occurrence of E :

I pj + Rj/i(1-P) if RJ/i >0

P P (1+lj/i) ,otherwise , and

f J(k) + R J(k)/i (1-f J(k))

f* l if R) ,ifR >0

f J(k) (1+Rj (k) /i otherwise.

and, for non-occurrence of Ei:

[ P4 + Rj (1-Pj) , if R - >0

P Pj (l+Rj/i) * otherwise and

[ j(k) j(k)/i J(k)

f*(k) 1 if Rj(k),T >0

f ((I+R otherwise.

The revised values f* derived above (and in
j (k)

(v) below)are also rescaled to ensure that
r
Z f* =11
k=1 J(k)
On the second and subsequent passes the "current"
probabilities and trend state probability values

fi (k) will themselves have been modified by

previous event and/or trend determinations. This
will also apply to the trend computations belowi.
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If trend T1 is selected in (i), do (iv) and (v):

(iv) Using random numbers, determine the trend state,
St, and value v(St) using the current frequency
distribution for trend Ti. i(k), k - I ... r.

(v) Compute for each event, modified probabilities
P* and for each other trend T (j * i), modified

trend frequency distributions f* k - 1, ..r,

an follows:

Pj + i/j(t) (1-Pj if Ri/j(t)>O

Pj (+ Ri/j(t))  , otherwise, and

fJ(k) + Rj(k)/i(t) (1 - fJ(k))

f if Rj(k)/i(t)>O

(vi)~ ~ k jk 1 + R ~)it)otherwise

(vi) Repeat step (i) and either (ii) and (iii), or
(iv) and (v) until all events and trends have
been determined, i.e. (a) all events have either
occurred or not occurred and (b) all trends have
been assigned a trend value. This determines

* one simulated sample scenario and requires n + m
passes.

(vii) Record: (a) The cumulative frequency of each of
the 2n event-scenarios.

(b) For each event-scenarios, the
cumulative sum of the trend values
and their squares for all trends.

Thus, after N samples we would have accumulated:

g, "number of occurrenes of event-scenario
, ,., 21

TT E v(St h)  - sum of the values of
h2 h-i Z Trend Tj which have

occurred with event-
acenario I

A
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TTJ  - Z v2(Sth)t sum of squares of the
h=i values of Trend T which

have occurred with event-
scenario I

where v(St,h)Iis the value associated with the

state St determined as the state of trend,

T occurring with the hth occurrence of

event-scenario 1.

(viii) Calculate, for each of the 2
n event-scenarios

Q- N IG - estimate of the probability of occur-rence oA event-scenario 1,1 - 1,.
.00., 2

where G - reduced probability space at this
iteration

- ad S ../(iii - ~2 the mean

and standard deviation, respectively, of Trend
T associated with event-scenario 1,

j 1, .... m,and I - 1, ., n

(ix) Rank the event-scenarios on Q1.

3.4 Selection of Scenarios and adjustment of Parameters

The basic approach is to select one of the event-
scenarios from each simulation as being suitable, "remove"
it from the probability space being studied, adjust the
parameters accordingly and to repeat the simulation process
until sufficient suitable scenarios have been selected.
Ideally, we seek to remove the most likely scenario, i.e.
the one with the highest probability, on each iteration.
Such an approach guarantees a set of scenarios which span
the space and which generally provide considerable variety
for the decision maker 18].

The concept of the most likely scenario is difficult to
define in absolute terms as the probabilities of trends
moving from one state to another have not been computed.
For event-only scenarios, a scenario likelihood measure can
be determined by considering all the possible event outcomes
in a mixed integer program formulation ['8]. In our simul-
ation approach,the Q/ values for the event-scenarios are the
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obvious measure but they only implicitly .nclude the effects
of trend impacts and interactions. In some sense, the
scenarios may be envisaged as being generated by first iden-
tifying a set of fundamental, or basic, trends (and their
status quo extrapolations) and then by considering the
overall effect of a series of disturbances (events) on these
projections. The outcome is then an event set which comprise
a series of occurrences and non-occurrences, and a resultant
set of average trend values, T,,. The trends themselves,

could possibly be partitioned into those which are critical
indicators of environmental change and those which are
important, either in their own right or because of an inter-
action (or derived) effect.

Given that a scenario has been selected for removal,
it is necessary to adjust the initial event probabilities,
trend distributions and impact factors to reflect the re-
duced probability space. The general algorithms for making
these adjustments are outlined below. (11ie formulae give
adjusted values after k iterations, k 1, ... , K)

(a) Event Probabilities

P's k1 maxk 8ii o

where Q max k  = the probability of the maximum prob-
ability scenario at iteration, k, (i.e.
the scenario removed at that iteration)

81k {1,if event, E a, occurred in theSi~ k = scenario remove(] tit iteration, k

O,otherwise

and K
C = I - E Q max = the reduced probability space

k=1 k

Similarly, K

K =" Pi -k= maxk' 8ij,
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1,if events E and E both occurred in

where 8 the scenario removed at iteration k

i 0,otherwise

The division by the remaining probability space, G, in
the above relationships provides the subsequent iter-
ations with an apparently full probability space.
Subsequent values of event scenario probabilities are
reduced by the same factor (see step (viii) in section
3.3).

(b) Trend Probabilities

The scenario removed at each iteration has an assoc-
iated average value of each trend'Ti, J-1, ... m. The

expected value of each trend will thus be modified to

K_E(T) - T. ,Q maxk-13 k
E*(Tj) ka

G

where T is the average value of Trend TI associated

with the event-scenario removed at iteration,
k.

This new value implies a modified set of state prob-
abilities for each trend, such that

r
E*(Tj) E f(k)V(Sk

This relationship does not uniquely determine the
f(k) probabilities but imposes one constraint on the

values. Another constraint could be imposed by the
second moment relationships, but we have found the
following adjustment procedure quite suitable:

(i) Determine whether E*(Tj) is greater (or less)

than E(T )

(ii) Determine the common proportion (3) of each state
probability which must be allocated to the next
higher (or lower) state, in order to achieve the
new expected value, except for the highest (or
lowest) state.
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(iii) If O-e1, move all state probabilities by one state,
accumulating the highest (or lowest) state and
making the lowest (or highest) state probability
zero. Recalculate a new E(T1 ) from these new

probabilities and repeat from (i).

(iv) If 0<1, adjust the state probabilities, as

follows, for example if E*(T )>E(Tj)

j(1) j(

f ( - (l-O)fj(k + fk- 2 , r-I
j(k) j ~kk))

fj(r) fJ(r) +  OfJ (r-1)

where E*(T) E(T

r-1
V(Sr)fr + ZV(S. f k f ( # v ( s ) f jr r1 k-2 k Jk1 1

The above procedure is not unique but does appear to
give satisfactory results, allowing the expected value
of the trend to be adjusted to reflect the removal of an
event-scenario from the probability space.

(c) Impact Factors

'Event x event impact factors are recalculated using

the revised values of Pi and Pij given in (a) above.

Although there may be a case for adjusting the inter-
action effects involving trends, we have preferred at
this stage, to leave all the impact factors unchanged
and allow them to operate on the revised event and
trend probabilities derived above.

In summary, the simulation procedure outlined in 3.3
is repeated using the revised probabilities and impact
factors given in this section. Following each simulation,
the highest probAbility event-scenario is removed and the
probabilities revised accordingly. The whole procedure is
repeated until the desired number of (removed) scenarios has
been obtained. These scenarior, which should be reasonably
likely and diverse, provide a basic input for corporate
planning and decision making.
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CASE STUDY - Corporate Scenarios for Westrail

This iterative simulation model has been applied as
part of an overall approach to scenario generation, to
generate a set of scenarios for use as part of the annual
planning cycle for the Western Australian Government Railways
(Westrail). Westrail operates a rolling fiv'e year plan and
hence attention was focussed on those aspects of the environ-
ment in which the railway will operate which might change or
which might require action in the next five years. The
corporate profit model was then evaluated for a nuuber of
development options in the light of the scenarios generated.

The overall approach is detailed in [10] and involves
the following steps:

1. Search the environment for items (events and trends)
which are relevant to the problem context.

2. Assess the items.
3. Search for related groups of items.
4. Assess the cross-impact between items within each group.
5. Use some scenario generation procedure for each group.
6, Give each generated scenario a descriptive title and

repeat steps 2-4 with these "super-items".
7. Generate overall scenarios.

For the Westrail study, the procedure used in step 5
on each related group of items was, generally, that described
in this paper.

The participants in the study, whose judgenoents were the
prime material and determinants of the final scenarios, com-
prised over 30 senior executives from all areas of the organ-
isation.

In group sessions, these participants generated 96 items
in the form of 53 events and 43 trends. These items were
assessed by the group using the fixed time-period model out-
lined. An analysis of these assessments was distributed to
participants. This included histograms of response fre-
quencies, a graph of average probability against average
desirability for events and graph of average movement against
desirable movement for trends, together with a verbal summary
of the results.

At this stage a number of items, were dropped from the
nex. phase of the analysis. Items were excluded if they were
perceived after assessment to have little significance for
the organisation. Some events were assessed as being very

unlikely or almost certain and were thus not included in the
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sub-group generation stages. (They were included in the
final statements of the overall scenarios as having not
occurred or occurred, respectively).

The identification of groups of related items within
the reduced set of 68 items was achieved by the analysts,
mainly on the basis of an imposed structure suggested by the
items themselves. This analysis revealed eight groups of
items which appeared to have significant internal inter-
relationships. A number of events and trends appeared in
more than one group. Each group represented an aspect of
the environment and was given a description. (Table 1).
Some groups contained 16 or 17 items and a description of all
items and scenarios may be found in [10].

A full cross-impact analysis was conducted for each
group. The interaction between all pairs of items was
studied, using the procedures detailed in this paper. One
result of structuring into eight areas was to reduce the
number of pairs of items to be examined from over 2300 to
about 600. This was still a large task as each pair re-
quired two or three questions to be answered. By seeking
only five individual opinions on each pair the thirty odd
participants were still asked to consider nearly 100 pairs.

Scenario generation within each group was performed by
a mixture of simulation and mixed integer/linear programming.
The full iterative scheme described in 3.4 above was approx-
inmated by using the event-only data to generate the most
likely scenario for removal at each iteration. This tech-
nique is described in [8]. The first two or three event-

scenarios selected,together with the simulated average trend
values corresponding to those event combinations were used as
the representative scenarios for each group of items. These
were given descriptive titles which are reported in Table 1.
An example is shown in Table 2 for the Operations area of
Westrail's environment (Group G).

Some of the larger groupings (i.e. 16 or 17 items) were
only computationally tractable in reasonable time because of
the existence of some sets of mutually exclusive events. In
retrospect, it would certainly have been preferable to
further structure the original issue set to reduce the
number of issues in each group.

Five overall scenarios were then produced by considering
the possible combinations of the alternative scenarios in the
eight areas. This synthesis was aided by the exiscence of
common events and trends, and some obvious pairings which
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these common elements indicated. Table 3 shows the final
scenarios with the titles derived for easy reference and
identification. These scenarios were discussed by the
participants and their implications for Westrail were
studied. The scenarios were then used within the organis-
ation's existing annual planning cycle. The five overall
scenarios were reduced to three by analysts in Westrail's
Management Services Bureau. These formed part of the input
considered by Westrail's Strategic Planners at their meeting

to initiate the planning cycle for the coming year.

CONCLUSION

Scenarios, if carefully formulated, provide a compre-
hensive framework is which planning and evaluation of
strategies may take place.

The model outlined in this paper provides a realistic
step towards providing management with a comprehensive set
of likely scenarios. Some extensions to this model are
obvious. The inclusion of multiple time periods may improve
the usefulness of the scenarios. The development of the set
of programs in interactive mode may further enhance the
applicability of the technique. Finally, the inclusion of
options, i.e. different algorithms, at various stages in the
process enables the planner to best utilise his own resources.

Scenario building, at best, is a "means-oriented"
exercise. The ultimate "end" is to use the scenario, for
whatever purpose, within the adaptive or flexible planning
process.
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Table 1

SCENARIO SUB-GROUPS

Group Area Titles of Selected Scenarios

A Industrial Relations AI Industrial Peace
AII Unions Down - But Not Out
AIII Industrial Trouble

B Social Environment BI Increased Leisure
BII The Work Ethic Continues

C Government Decisions CI Transport Policy Rational--
Affecting the ised
Railway's Operations CII RaLl Restricted but

Protected
CIII Declining Railway Influence

D Government Decision DI Rational, Planned, Efficient
Affecting the Competition

Railway's Financial DII Declining Railway Influence
Arrangements DIII Restricted Competition -

Rail Protected

E Demand EI Mineral Expansion
EII Overall Expansion - New

Developments
EIII No Major Growth

F International/Energy FI "Steady" Economic Situation
FII Local Oil Crisis
Fill "Insulated Energy Cost"

Situation

F Operations GI Technological Development
GII Some Development at a Price
Gll No Development - Industrial

Trade-off

H Other Transport Modes HI Open Free Competition
(Competition) HII Restricted Competition

Hill Green Light for Road
Transport
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Table 2

GROUP 2: OPERATIONS SCENARIOS

SCENARIO ELEMENTS

Events Probability

20. Union opposition forces abandonment of .42
use of contract labour.

22. Ban by grain handling authority staff .37
on unloading other than rapid discharge
wagons.

23. Union permits two man train crews. .39

28. Effective techniques for bulk .55
fertiliser handling introduced.

31. Use of lighter metal increases the .45
load/tare ratio.

Trends Trend Movement

22. Efficiency of diesel engines. .33

23. Complexity of equipment. .54 14

24. Equipment obsolescence rate. .50

31. Westrail's traffic task for grain. .49

37. Supply of skilled labour for Westrail. .07

38. Cost of spare parts in real terms. .67

LIKELY SCENARIOS
Events Trends

No. 20 22 23 28 31 22 23 24 31 37 38

I 0 0 0 1 1 .36 .42 .21 .51 .22 .58

II 0 1 1 1 0 .37 .42 .34 .39 .06 .62

III 1 0 0 0 0 .42 -.19 .08 .54 .19 .60

I Technological Development

II Some Development at a Price

III No Development - Industrial Trade-Off

V



Table 3

OVERALL SCENARIOS
SCENARIO i: Opportunity, development and growth with minimal

::difficulties

Al Industrial Peace BI Increased leisure
CI Transport policy DI Rational, planned,

rationalised efficient competition
4 EII Overall expansion FII Local oil crisis

- new developments HI Open free competition
GII Some (technological) (with other modes)

developments at a price'

SCENARIO 2: Steady progress and growth with some problems
All Unions down - but not out BII The work ethic continues

CI Transport policy DI Rational, planned,
rationalised efficient competition

El Mineral expansion FII Local oil crisis
GI Technological development HI Open free competition

(with other modes)

SCENARIO 3: Oportunities frustrated by lack of growth and
industrial troub7 e

AIII Industrial trouble BII The work ethic continues
CI Transport policy DI Rational, planned,

rationalised efficient competition
EIII No major growth FII Local oil crisis
Gill No (technological) HI Open free competition

development (with other modes)

SCENARIO 4: Restricted and controlled steady progress
All Unions down - but not out BII The work ethic continues
CII Rail restricted but DIII Restricted competition

protected - rail protected
E1 Mineral expansion FII Local oil crisis
GI Technological development HII Restricted competition

SCENARIO 5: Hard times - raiZway in decline
All Unions down - but not out BII The work ethic continues
CIII Declining railway DII Declining railway

influence influence
EIII No major growth FI Steady economic situation
GI Technological development Hill Green light for road A

transport

H
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ABSTRACT. This paper compares and analyzes
five lot-sizing techniques (Economic Order Quan-
tity(EOQ), Period Order Quantity(POQ), Lot-for-
lot(LFL), Part Period Balancing(PPB) and Least
Total Cost(LTC)) in the combined problem of shop
scheduling and lot-sizing in multi-level material
requirements planning systems. A brief descrip-
tion for each technique is given and a computer
program is also developed for each technique.
Simulated problems are solved by the computer
programs to compare and analyze different situa-
tions which reflect typical conditions in manufac-
turing environments. The results obtained are
statistically analyzed using the techniques of
least significant difference and regression
analysis.
willIt is the hope of the authors that this paper
will assist in developing a proper lot-sizing
technique for a manufacturing company under a
typical manufacturing environment, and in develop-
ing a supply system of munitions for a military
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logistic system.

1. INTRODUCTION

There are basically two alternatives in
fundamental approach that a manufacturing enter-
prise may employ for purposes of inventory
management. They are:

a) Order point systems, popularly known as
statistical inventory control,

b) Material requirements planning.
The first approach is a set of procedures

and decision rules intended to ensure continuous
physical availability of all items comprising an
inventory in the face of uncertain demand. The
order point is determined for each inventory
separately, based on the forecast demand and on
the probability of actual demand exceeding the
forecast.

A material requirements planning(MRP) system
consists of a set of logically related proedures,
decision rules, and records designed to translate
a master production schedule into time-phased net
requirements, and the planned coverage of such
requirements, for each component inventory item
needed to implement this schedule. An MRP system
replans net requirements and coverage as a result
of changes in either the master production
schedule, or inventory status, of product compo-
sition.

Order point is part-based, whereas MRP is
product-oriented. MRP systems are receiving
increased attention by production and purchasing
managers as many firms turn to the computer for
assistance in planning and controlling manufac-
turing operations. These systems reduce a
complicated master schedule of finished products
to a time-phased schedule of requirements for
intermidiate assemblies and component parts.

MRP systems include a procedure for deter-
mining the lot size and timing of replenishment
orders to meet the forecast requirements. Thus,
one problem often encountered in designing such a
system is that of selecting a procedure for making
lot size decisions. Although a number of proce-
dures have been proposed, ranging from the use of
simple decision rules to extensive optimizing
procedures, there is surprisingly little guidance
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for the manager in selecting a lot sizing proce-

dure for his system.
In recent years, the traditional interest in

the classical economic order quantity(EMOQ) that is
based on the assumption of continuou's and steady-
rate demand, has shifted to lot sizing in an
environment of discrete period-demands. A number
of lot sizing techniques for MRP systems have been
proposed. Some of the most widely recognized
approaches are

a) Economic Order Quantity(EOQ)
b) Lot-for-Lot(LFL)
c) Period Order Quantity(POO)
d) Part-Period Balancing(PPB)
e) Least Total Cost(LTC)

Besides these, there is a precise mathematical
technique that is based on the concept of dynamic
programming, but it is hardly used in practice due
to its complexity. This technique is called the
Wagner-Whitin algorithm [81.

The purpose of this paper is to present a
framework for comparing the performance of the
five procedures mentioned above over a broad
range of cost and demand data parameters. For the
readers who are not familiar with the lot sizing
techniques, the data in Table 1 will be used to
explain the procedures.

Week Number 1 2 3 4 S 6 7 8 9 10
Requirements S0 80 180 80 0 0 180 150 10 100

11 12

95 180

Table i: Weekly requirements schedule

The example shown in Table 1 illustrates a
typical requirements forecast that is considered
in planning the lot size and timing of replenish-
ment orders. We shall only consider the problem
in the context of an MRP system, i.e. when the
demand forecast is derived by an explosion of
finished product requirements. In this case, the
schedule of weekly requirements for an individual
component, like the one shown in this example, is
derived by exploding the scheduled production for
all higher level assemblies into the necessary
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component parts. The weekly requirement for eachcomponent is then obtained by accumulating itsweekly usage in all higher level assemblies.The assumptions made in this paper are asfollows. First, since the component requirementsare aggregated by time period for planning pur-poses, we assume that all of the requirements foreach period must be available at the beginning ofthe period. Second, all of the requirements fora given period must be met and cannot be back-ordered. Third, since the system is operated ona periodic basis, the ordering decisions are assum-ed to occur at regular time intervals, weekly.
Fourth, the orders which are placed at the beginn-ing of a period, are assumed to be available intime to meet the requirements for that period.Finally, the components are withdrawn from inven-tory at a uniform rate during each period. There-fore, the average inventory level will be used incomputing the inventory carrying costs.

2. LOT SIZING TECHNIQUES

In this chapter we shall illustrate theresults obtained by applying the five proceduresto the example shown in Table 1. The followingcost values are used for this example.
Ordering cost(S) = $300 per orderInventory carrying cost(C) = $2 per unit perweek

2.1 Economic Order Quantity(EOQ)

The economic lot size formula is often usedas a decision rule for placing orders in aMMRPsystem because of its simplicity [3J. Theeconomic order quantity is calculated as:

Q = V2US/C
where U is the average weekly demand. In this Vexample U is equal to 92.1 units for the entirerequirements schedule, and the EOQ is 166.Table 2 shows the sequence of orders obtained bythe EOQ formula.
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Week number 1 2 3 4 S 6 7 8 9 10

Requirements 50 80 180 80 0 0 180 150 10 100

Planned-order 166 0 166 166 0 0 166 166 0 0
Coverage 11 12

95 180
166 166

Table 2: Economic order quantity example

This example points out a problem with the
EOQ procedure. Since the demands do not occur at
a continuous and steady-rate, as is assumed by the
EOQ formula, the restriction of fixed lot-sizes
results in larger inventory carrying cost. This
occurs because of the mismatch between the demand
and the order quantities, causing excess inventory
to be carried forward from week to week. In the
above illustration, 36 units are carried in inven-
tory from weeks 2 to 3 whereas these items could
have been included in the order placed in week 3.
Consequently, the more discontinued and non-uniform
demands are, the less effective the EOQ will be.

2.2 Lot-for-Lot(LFL)

This technique, also called "discrete
ordering", is the simplest and most straight for-
ward of all lot-sizing techniques. Since it
provides the quantity of each week of net re-
quirements, the planned order quantity always
equals the quantity of the net requirements being
covered; Lot-sizing by LFL results in the minimum

inventory carrying cost. For this reason this
type of technique is used for expensive items that
have discontinuous demands whether they are manu-
factured or purchased. The items which have high-
volume production and the items which pass through
specialized facilities are also ordered Lot-for-
Lot. But it will often bring the highest set-up
or ordering cost.

2.3 Period Order Quantity(POQ)

As discussed in Berry [1], Orlicky £43 and
Theisen (7), this technique, which is based on
the logic of the classical EOQ. was revised for
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use in an environment of discontinuous demand
periods. By dividing the EOQ by the mean demand
rate, the ordering interval would be determined.
The order quantity(lot-size) is decided by this
frequency. In the example the time interval would
be 1.8 weeks(166/92.1 = 1.8).

Since this fixed-interval technique avoids
the mismatch between order quantity and demandvalue, it might reduce inventory carrying cost.
For this reason, the POQ is more effective than
the EOQ, because set-up cost per year is the same,
but carrying cost will be lower than POQ. But,
because the traditional EOQ is based on infinite
periods, the number of orders could be different
on finite periods. When the example is applied,
as is shown in Table 3, it yields the same number
of orders as the EOQ procedure, but with lot sizes
ranging from 50 to 330 units. Consequently, the
inventory carrying cost has been reduced by 33.7%,
thereby improving the total cost by 19.7%
(See Table 7).

Week number 1 2 3 4 5 6 7 8 9 10

Requirements 50 80 180 80 0 0 180 150 10 100

Planned-order 50 260 0 80 0 0 330 0 110 0
coverage

11 12

95 180
95 180

Table 3: Period order quantity example

2.4 Least Total Cost(LTC)

The Least Total Cost method, discussed by
Gorham (2], Orlickyt 4] and Theisen C7J, is
primarily based on the same principle as that of
the classical EOQ formula, i.e., balancing order-
ing and carrying costs to produce the minimum
total cost. However, this technique intends to
reach this objective by ordering in quantities at
which the set-up cost per unit and the carrying
cost per unit are nearly equal, and using the
cumulative requirements as the lot-size. It makes
use of the ratio of ordering to carrying costs
(S/C), called the "economic part-period(EPP)"
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factor. The EPP is defined as that quantity of
the inventory item which, if carried in inventory
for one period, would result in a carrying cost
equal to the cost of setup. The part-period is a
convenient expression of inventory carrying cost
for purposes of comparison and tradeoff; i.e., it
can be said that to carry a quantity of an item in
inventory for a certain period of time will "cost"
X part-periods.

The LTC technique selects that order quantity
at which the part-period cost most nearly equals
the EPP. An example of LTC computation appears in
Table 4. The quantity chosen for the first

Week Requirements Carried in inventory
(periods)

1 50 0
2 80 1
3 180 2

Part-periods (cumulative)

0
80
440

Table 4: Computation of LTC

lot would be 130, because the 80 part-periods that
it would cost most nearly approximate the EPP of
150 (S/C - 300/2 - 150). This order would cover
order of 260 would cover requirements of weeks 3

through 6. This is shown in Table S.

Week number 1 2 3 4 5 6 7 8 9

Requirements 50 80 180 80 0 0 180 150 10

Planned-order 130 0 260 0 0 0 330 0 110
~~coverage 1 1 1

100 95 180

0 275 0

Table 5: Least total cost example
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2.5 Part Period Balancing (PPB)

The concept of this procedure, described by
Gorham 23, is also based on the economic part
period(EPP). If the number of parts held in
inventory are multiplied by the number of periods
over which they are held, "part-period" is derived.
In determining the lot-size for an order, the PPB
technique employs the same logic as LTC which is
equate the set-up cost(or ordering cost) and the
inventory carrying cost. But the formula used in
this procedure is:

R- RI/2+3R 2/2+...+(n- 3)Rn1/2+(n-l)Rn/ 2 = S

where Ri is the demand in period i. The

values of R are:
a) Week 1: 50/2 = 25
b) Week 1 and 2: 50/2 + 3(80)/2 = 145
c) Week 1,2 and 3: 50/2+3(80)/2+5(180)/2=

595.
Since the ordering cost of $300 is exceeded in
week 3, it is time to check the differences
between R and ordering cost at week 2 and week 3.
The calculation for the next order should start at
week 3 because the difference of week 2 is smaller
than week 3. The first order quantity is accumu-
lated for the first two weeks resulting in a lot
size of 130 units.

Week number 1 2 3 4 5 6 7 8 9 10

Requirements 50 80 180 80 0 0 180 150 10 100

Planned-order 130 0 180 80 0 0 180 160 0 195
coverage

II 12
95 180

0 180

Table 6: Part period balancing example

2.6 Evaluation of Lot-Sizing Procedures

It is difficult to state categorically- which
lot-sizing technique is the best one, because
each of the lot-sizing techniques is imperfect due
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to differing assumptions and other deficiencies as
mentioned above. In evaluating the relative eff-
ectiveness of these techniques, there is the
difficulty that the performance of each technique
varies, depending on the ratio of set-up andinventory carrying cost and the net requirements
data used. The performances of the techniques
using the same data set based on the assumed set-
up and inventory carrying cost are compared inTable 7.

Technique Number of Set-up Carrying Total
set-up cost cost cost

7EOQ $2,100 $2,965 $5,065
LFL 10 3,000 1,105 4,105
POQ 7 2,100 1,965 4,065

5LTC 1,500 2,285 4,085
7 2,000 1,475 3,575

Table 7: Evaluation of lot-sizing techniques

As discussed before, the EOQ and the POQ have
a same set-up cost, but the inventory carrying
cost of the POQ is smaller than the one of the
EOQ. While the LFL has the highest set-up cost
among the five techniques, the inventory carrying
cost is the lowest, because of the period by
period coverage of net requirements. The LTC and
PPB which approximately equate set-up and inven-
tory carrying cost also show good total costs.

2.7 Scheduling in Multi-level Requirements System

In the determination of the lot-sizes as
illustrated above, no mention is made of the
capacity of the plant to produce the calculated
lot-size for any given week. It is possible that
a good lot-sizing technique may not be good for
shop scheduling purposes. Thus, lot-sizing and
shop scheduling should be considered simultaneous-
ly. Shop scheduling includes a shop capacity plan
for the man, machine, and overtime needed to in-
crease or decrease the output capacity of a
particular work center. I,

Loading and scheduling in MRP systems are
importankt to the production plan, since it
precedes the commitment to deliver a product of
given quality and quantity at a specific time.
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The loading function deals with the initial assig-
nment of a task to manpower categories such as
work centers or machine centers, and scheduling is
concerned with the sequence, start or completion
of jobs. An ideal schedule would be one which
results in:

a) all production orders being completed by
their due dates,

b) zero idle time on each facility,c) no work-in-process inventory building up
between facilities.

Each of these factors has an associated cost that
is usually unavoidable. Even if an ideal schedule
cannot be generated, it would be desirable to
generate one as close to ideal as possible. In
this paper, scheduling cost which will be
quantified later will be considered along with
set-up and inventory carrying costs.

3. COMPARISON OF LOT-SIZING TECHNIQUES

In this chapter a more general framework forcomparing the five different lot-sizing techniques :
will be presented. Berry (1) compares four
techniqntes(EOQ, POQ, PPR and Wagner-Whitin
Algorithm) in a single-level system where no
dependencies are given through lower level re-
quirements from components required by the end
item. This situation is extended here to multi-
end products with shared assemblies, sub- "
assemblies, and component parts.

In this paper, a single lot-sizing technique
is applied to all items at all levels of the
product structure. There are infinitely many
possible product structures that could be used to
study the effects of the overall requirements in a
multi-level system. For thd purpose of this
research, two such product diagrams, both shown in
Figure 1, will be used to illustrate the degree of
component dependencies through the number of levels
of assembly, and component needs. For instance,
in product diagram 1, there are two end-items
(1 & 2), two assembly items (4 & 6), four machin-
ing items (3,S,7 & 9) and two raw materials or
components (9 & 10).

All these factors, the number of levels, the
number of items, the number of end-items, the
number of raw materials, the number of assembly



items, and the type of operation required, machin-
ing or assembling, were selected to reflect strong
dependency relationships between items. In pro-
duct diagram 2, derived from product diagram 1,
the dependency requirements are reduced by lessen-
ing the number of levels.

2 1 2

3 4

5 5 6

27 7 7, 8 7
78 7 838 7

~9 9 0 9 1 \,
ro uc diagram 1

4 5 6s 70)

Par nubr 1 28

7 8

.0080 .0070

Table 8: Machining or assembly times forproducing one unit of each part

Mt1
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Part numbers 1 2 3 4 5 6 7 8

Unit costs .250 .250 .100 .150 .115 .260 .080 .070

Table 9: Unit cost of each part

Table 8 shows the machining or assembly times
for producing one unit of each part, and Table 9
shows the unit cost of each part. For example, it
takes 2.6 hours and costs $26.00 to produce 100
units of part number 6. In both tables, part 9
and part 10 are not included, because these parts
are raw materials.

The cost factors considered to compare the
lot-sizing techniques are inventory, set-up and
scheduling costs. Each cost factor is influenced
by the following variables: economic part-period
(EPP), planned capacity, and standard deviation
of demands. The EPP directly affects the fre-
quency of ordering and thus the lot-size. Twelve
EPPs, 50 through 450, are applied to the lot-
sizing techniques. Since a small value of EPP
drives all lot-sizing techniques to LFL due to the
low value of set-up cost, the lowest EPP consider-
ed was 50. Since 100 through 250 of EPP is the
most sensitive ratio area, 12 EPPs(50, 100, 125,
150, 200, 225, 250, 300, 350, 400 and 450) are
chosen for empirical investigation.

The demand data used in this chapter are the
four types of requirements given in Table 10.
These data were used in Berry Cl) in a single-
level system where no dependencies are given
through lower level requirements from components
required by the end item.

As previously stated, the compenents are
assumed to be withdrawn from inventory at a
uniform rate during each week. Therefore, the
average inventory level will be used in computing
the inventory costs. That is, inventory cost =

(sum of beginning inventories + sum of ending
inventories) (inventory carrying cost)/2. Set-up

cost covers all fixed costs of ordering. It is

calculated by multiplying the number of orders by
the set-up cost for each item.

.
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Week Data sets

1 2 3 4

1 80 14 so 10
2 100 28 80 10 4
3 125 42 180 is
4 100 56 80 20
5 s0 71 0 70
6 so 87 0 180
7 100 99 180 250
8 125 113 150 270
9 125 128 10 230

10 100 142 100 40
11 50 156 180 0
12 100 171 95 10

Mean 92.1 92.1 92.1 92.1

Standard
deviation 27.0 51.4 66.1 130.1

Table 10: Demand patterns for investigation

Scheduling cost is directly related with the
loading of equipment. It is assumed that there
are two equipment types: an assembly-type and a

machining-type equipment. The machine for assem-
bly items has infinite capacity, but the machine
for machining items has finite capacity. In
other words, the machining-type equipment is
restricted to a planned capacity which is a
management specified plan for machine utilization.
The planned capacity considered in this paper is
either 40 hours or 50 hours for all 12 weeks. If
the loads for processing exceed the planned
capacity, production at an earlier date would be
necessary. It will cause some inventory cost
which will be a part of the scheduling cost. This
cost will be called scheduling cost due to early
production. Since the demand occurs at discrete
periods and since all demands must be satisfied,
demands which are needed for early production
cannot be moved forward beyong the first week.

That is, all demands should be satisfied, and
therefore, for the first week it is assumed that
planned capacity is unrestricted. An allowance
for over-time work as part of scheduling cost is
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50% more than normal allowance, and over-time is
the number of hours worked more than 40 hours perweek. No penalty is imposed on idle time. It is

: also assumed that the labor wage per hour is $4.
Thus, the total scheduling cost consists of the
carrying cost due to early production and the
allowance for over-time work.

3.1 Discussion of Computational Experiences

A computer program was developed to analyze
the implications of the combined problem of lot-
sizing and scheduling within a multi-level re-
quirements planning system. The program was
written to compute the total cost (inventory
carrying cost, set-up cost and scheduling cost) of
the five different techniques, and to determine
which one is the most economical, for a given EPP
ranging from a value of 50 to 450. Sixteen
different runs were made to reflect varying manu-
facturing changes; demand changes (four demand
patterns), product changes (two product diagrams)
and planned capacities (two capacities, 40 & 50
hours). The resulting total cost plots, illust-
rated in Figures 2 & 3, are typical of the plots
where eight runs are averaged for each product
diagram.

For many of these runs, LTC resulted in the
least total cost. The next higher cost procedure
is POQ and PPB with no apparent difference exist-
ing between them. The next is LFL and the worst
is the EOQ method. The EOQ method is restricted
to fixed lot-sizes at non-uniform and dis-
continuous demands resulting in larger inventory
costs. This occurs because of the mismatch
between the order quantities and the demand values,
which causes excess inventory to be carried for-
word from week to week and to be exploded from
item to item of next level. For this reason, the
total costs based on the use of the EOQ model are
greater than the LTC, PPB, LFL and POQ models, and
the results for the EOQ are not listed here, and
will be excluded for further analysis.

A comparison strictly on the basis of total
cost may not be valid. A breakdown of the total
costs into its component costs shows that set-up
cost make up roughly 55% of the total cost with
the standard deviation larger than the standard
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.7,77,.

deviation for the other lot-sizing methods. This
observation can be seen in Tables 11 and 12. It
would appear then that the lot-sizing technique
that reduces set-up cost may yield the best
results. From this point of view, the LTC
procedure is the best lot-sizing technique.

Inventory Set-up Scheduling Total

cost cost cost cost

LTC 47.37% 47.16% 5.47% 100%($49751.09)
PPB 42.05 53.28 4.67 100 ( 55766.83)

LFL 33.80 62.67 3.53 100 ( 69645.02)
POQ 41.58 54.03 4.39 100 ( 56520.09)
Average 40.60 54.97 4.43 100 57920.76)

Table 11: Percentages of each cost factor

Inventory Set-up Scheduling Total
cost cost cost cost

LTC $3856.28 $9777.05 $2361.64 $10072.38

PPB 4167.66 11938.64 2651.80 12243.72

LFL 4379.91 22548.20 2990.76 23859.93

PO0 3612.96 11212.52 2137.76 12462.31

Average 4004.20 13869.10 2535.54 14509.59

Table 12: Standard deviation of each cost factor

3.2 Statistical Inference

We should consider the results obtained from
16 runs with two product diagrams, two planned
uniform capacities and four demand patterns, as
statistical samples, and we can make some general
conclusions based on these sample results through
statistical inferences. The following statisti-
cal methods will be used for data comparison:

a) Multiple comparison technique
b) Regression analysis.
A multiple comparison technique called

"Least Significant Difference(LSD)" is applied for
comparing costs resulting from the different lot-
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sizing procedures. Due to the fact that cost is
a quantitative variable and the independent
variables(EPP, standard deviation of demand, andplanned capacity) are also quantitative, it would

be possible to fit and analyze the response
relationships between the costs and the independent
variables through regression analysis.

Table 13 shows that the mean cost of LTC is
significantly different from the PPB, POQ and LFL
methods, because the difference between the mean
of LTC and means of the other techniques is
always greater than the value of LSD, 3079.10.
Thus, LTC is the best lot-sizing method with a 5%
Type I Error. LFL is shown to be the worst one
among the four techniques. However, no apparent
difference exists between the mean costs of POQ
and PPB

LTC PPB POQ LFL

Differences from LTC 6015.74 6769.00 19883.93

from PPB 753.26 13878.19
from POQ 13124.93

Table 13: LSD chart for comparison of total cost
(LSD - 3079.10 with a 5% Type I error)

It is not sufficient to simply know that
differences exist between the four lot-sizing
techniques. It is equally important to know which
of the component cost factors have significant
impacts on the overall total'cost. To obtain this
information, regression analysis is applied to the
data generated by the 16 runs. The independent
variables considered are EPP, standard deviation
of demands, planned capacity and product diagram.
For EPP, standard deviation and planned capacity,
the actual values are used, while 0-1 coding is
adopted for the two product types. The SPSS
package [6) is used for getting the results of the
regression analysis.

First, we examine whether the multiple linear
regression model is adequate to explain the
functional relationship between the total cost (Y)
and the independent variables, X1 to X4 . The
fitted model is:
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Y I + 1X 1 + I2X + 8 3X3 + X +

where X = EPP-ratio
X2 = standard deviation of demand

=X3  planned capacity

X4 = product diagram

Ii= regression coefficient of ith
independent variable

- error term.

The regression equations with R2 (coefficient of
determination) obtained from the SPSS packages
are shown in Table 14. The high R2  values
reveal that the multiple linear regression
equations are adequate to explain the total cost
through the independent variables.

Regression equations

LTC Y=3422.85+1784.69XI+75.48X2 +63.30X3 -178.24X4
PPB Y=37151.20-111.S7X1 +94.21X 2+74.84X 3-209.45X 4

LFL Y-26324.84+485.S8XI+188.77X 2+93.70X 3-190.91X4
POQ Y=33400.73+1778.33X1+90.90X 2 +77.41.X3 -124.33X4

R2

LTC .867

PPB .991

LFL .958

POQ .829

Table 14: Regression equations and R
2

To determine which factors are important (or
not important) to each of the four lot-sizing
techniques, we can test the null hypothesis
H : 3. = 0. The test statistic is t = bi/sb ,

where bi is the estimated coefficient of regre-

ssion of 8 and sb. is the standard deviation

of b. The t values are listed in Table 15.
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Since the critical value of t is 1.072 with St
level of significance, we observe that X1  and

S2  are the most important variables for all

techniques as shown in Table 16. This means that
one should pay close attention to these two
variables, no matter what lot-sizing technique is
used. Among these two variables, EPP-ratio(X1 )

turned out to be more important than the standard
deviation of demand(X2).

Lot-sizing EPP(X1 ) Standard Planned

technique deviation(X2) capacity(X3)

LTC 34.97 10.88 3.51

PPB 41.82 12.33 3.93

LFL 64.21 11.79 2.74

POQ 28.57 8.99 1.65

LTC Product diagram(X4 )

LTC 3.S3

PPB .21

LFL .70

POQ 2.36

Table 15: T test values

Lot-sizing Important variables in order
technique

LTC X1 X2  X4  X3
PPB X1  X2  X3  K
LFL X1  X2  X3
POQ X1  X2  X4

Table 16: Important variables in order for
each technique

It is further observed that the product diagram
(X4) does not significantly affect the total cost

" ,- .. ~4. '4 - 4.. A. . +, . 4 , _ + , . . . C A. . . . . . ..



for the PPB and LFL techniques. As for the POQ
method, planned capacity is not a significant
factor.

We have analyzed the relationship between
the total cost and four factors; EPP-ratio(X1 ),

standard deviation of demand(X ), Planned capacity
(X3) and product diagram(X4). A similar analysis

can be done for the inventory cost, the set-up
cost and the scheduling cost, respectively, with
respect to these four factors.

Frequently, the inventory carrying cost is
the major cost factor in the operation of a plant.
For such cases, it might be desirable to compar
lot-sizing techniques only by inventory carrying
cost. No conclusion could be made on the best
lot-sizing technique for inventory carrying cost
using the LSD test. However, basea on the results
of the regression analysis, the standard deviation
of demands significantly affects the cost of
carrying inventory. Therefore, plants whose main
concern is inventory carrying cost should pay
close attention to the demand pattern. For
details, see Park [5].

As discussed before, the set-up cost might
dominate the total inventory cost. It is also
valuable to compare lot-sizing techniques only by
set-up cost. The LSD test for set-up cost indi-
cates that LTC is the best method, and PPB is the
second best technique. The next best one is POQ,
and LFL is the worst one among the four techniques
By regression analysis, EPP-ratio(X ) is the most
important factor for set-up cost, aAd then stan-
dard deviation of demands(X ) The other factor,
xN .is also an important factor to LTC, LFL and

Set-up cost and inventory carrying cost have
a strong relationship with each other in terms of
the variables X ,X and X But variations in
wage rates, ove -tdme allwance and increases

or decreases in planned capacity may not affect
the set-up cost and inventory cost. So, it may
also be important to compare the four techniques
by the scheduling cost. U]sing the LSD test for
scheduling cost, no significant difference is
observed between LFL and POQ, but these two
methods yielded the lowest scheduling cost. The
second best is the PPB, and LTC is the worst one.

The EPP-ratio does not affect the scheduling cost

660-
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by the regression analysis, but this cost is
affected by changing the standard deviations of
demands. X3 (planned capacity) and X4 (product

diagram) are also important factors.
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A GENERAL PURPOSE SIMULATION SYSTEM AND ITS
APPLICATION WITHIN A MANUFACTURING COMPANY
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ABSTRACT

The purpose of this paper is to describe the structure and
use of a general purpose simulation package developed by the
author, for the interactive construction of dynamic computer-
based simulation models. The package has evolved from
several years experience gained in developing corporate
planning procedures in a variety of companies.

The package consists of a system of computer programs written
in the 'BASIC' language, for a Digital PDP 11/70 time-sharing
computer. The framework upon which the package is based, is
essentially an amalgamation of the System Dynamics and Input-
Output approaches to the modelling of complex organisations.
Networks of levels and flows provide the basis for dynamic
representation, while matrix algebra features provide the
basis for aggregational flexibility, sand the analysis of
multi-product, multi-process production systems.

The structure, user procedures, capabilities, and limitations
of the package generally are discussed, together with some
practical aspects of its use within a manufacturing company
as a corporate planning tool. A methodology for setting up
formal corporate planning procedures within a small company
is also discussed, together with the structure and use of
three specific planning models developed by the author for
the company.
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1. INTRODUCTION

1.1. Purpose of the System

GENSIM, (for Generalised Simulation System), is a computer
package, or system of programs, designed to support the

interactive construction and use of dynamic simulation
models. It consists of a suite of seven programs, (refer
Figure 1), written in the 'BASIC' language for a Digital
PDP 11/70 computer system under the RSTSE operating soft-
ware.

GENSIM has been designed primarily for general purpose
modelling in a corporate planning context, i.e. the
construction and use of flexible dynamic models encompass-
ing those aspects of the corporate entity which can be
expressed in quantitative terms; either in isolation, or
as an integrated whole. Thus, for example, financial models,
marketing models, production models, and purchasing models
can be constructed, either as separate 'stand-alone' models
to support the planning of specific subsystems of the
corporate system, or as one integrated 'corporate' model
supporting the quantitative side of corporate planning
generally.

In both instances the package is designed to provide man-.
ageraent with a facility for quickly testing the broadest
possible range of strategies, from those involving merely
scalar or parametric changes in a system of given structure,
to those involving fundamental changes in the system
structure, or even entirely new systems such as new
business ventures.

1

1-See Naylor and Mansfield (4) for suggested criteria for the
design of computer-based modelling systems. The author does
not agree however, with the argument advanced therein for
simultaneous equation solution capability. Dynamic, recursive
modelling systems utilising feedback loops can adequately
cope with the kind of 'simultaneity' described in the examples
cited on p.20. The five equation financial model described by
Naylor and Mansfied is a single period model in which simul-
taneity arises from the assumptions upon which the model is
based, rather than from the real world system being represented.
Specifically the model assumes that both tax and interest occur
as cash flows, in the same period as the amounts are charged
against income. Extension of this model to permit dynamic
representation. with a suitable choice of solution interval

not only removes the simultaneity, but also improves the
model's validity.
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1.2. Corporate Planning and the Concept of a Goal

Structure

Figure 2 sets out in general terms, the nature of the

corporate goal structure, and its dependency upon change

achieved through the implementation of co-ordinated

actions, which in turn should evolve from consideration

of the goal structure. Ideally, the corporate planning

process should result in the specification of a congruent

goal structure, supported by a set of integrated action

plans, which are then monitored in terms of the actual2
changes which they induce when implemented. The

whole process is of course immensely complicated by the

presence of uncertainty and a multitude of external

influences which determine boundary conditions with

respect to goals and actions, affect human behaviour, and

induce 'unplanned' changes in the system and its
environment.

1.3. Corporate Planning in Practice

The above discussion leads to the identification of four

major areas of difficulty associated with corporate

planning in practice.

1. How to specify a congruent goal structure.

2. How to develop integrated, and adequate action
plans to support the goal structure.

3. How to maintain the relevance and validity of the

goal structure and action plans in the face of the

unplanned' changes.

4. How to gain managerial acceptance of, and commitment
to, the corporate plan.

It is submitted that the most important single factor

contributing to the first three of the above (and

probably indirectly pertinent to the fourth also), is

often the lack of ability on the part of the planners L
to efficiently perform computations involving a large

number of factors, and complex interdependencies.
This is reflected in the fact that for even the most

2 A cyclical process within which four distinct phases can be

identified, along the lines suggested by Perrin (5) Ch.2.
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advanced organisations, tha corporate planning process
has not developed much beyond 'single-future' planning
strait-jacketed into a 'fixed interval-periodic review'
format, (usually 5-year planning with annual reviews).
Even current literature offers little insight into the
nature of the next stage in the development of corporate
planning from its humble 'ad-hoc' beginnings, through
the twelve month budgeting phase, to the present day.

3

The above inadequacy drastically limits the strategy
search and evaluation phases, the extent to which plans
can be adapted to reflect 'unplanned' changes, and hence

the overall utility of the plans and their acceptability
in the eyes of managers. It does little to foster the
creative thinking on the part of managers which consti-
tutes the source of all impetus for planned change. As
an essentially spontaneous process, creative thinkingshould not be confined merely to annual 'brainstorming'

sessions.

The GENSIM package is designed to provide, as far as
possible a tool for overcoming this deficiency, and for
facilitating-

1. the formulation of congruent goal structures and
co-ordinated action plans, through consideration of
the widest possible range of strategies within and
explicitly defined 'systems' framework, which can be
readily flexed in response to new developments (both
internal and external to the organisation).

2. The shift from 'fixed interval-periodic review'
planning of a single future, to 'flexible interval--
continuous review' planning of multiple futures.

2. UNDERLYING CONCEPTS AND STRUCTURE OF GENSIM

2.1. System Dynamic and Input Output Analysis

The general framework upon which the package is based is
essentially an amalgamation of elements from two 'systems
approaches' to the modelling of complex organisations;
that of System Dynamics, and that of Input-output Analysis

3 Cantley (2) addresses this question, but confines his prog-
nosis to types of models, rather than the process itself,
and the role of models in enhancing it.
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imposed by the assumptions of linearity and coefficient
atability, but the main advantage of the technique, from
the corporate planning standpoint, is its flexibility
and power in reflecting complex multi-product, multi-
process interdependencies.

The over-riding disadvantage of traditional Input-Output
models, however, is that they constitute a static form of
analysis, reflecting flows only, over a single period.

2.2. The Elements and Framework of GENSIM

The systems framework upon which the GENSIM package is
based incorporates elements of both the System Dynamics,
and Input-Output frameworks. The networks of levels
interconnected by flows of the former provides for
dynamic representation , while the matrix algebra of
the latter provides for aggregational flexibility,
and the ability to set up and use more disaggregated
models efficiently. This hybrid framework may be

summarised in the following terms:

1. The fundamental structural elements of the framework
are level vectors and flow vectors.

2. The level vectors are related, where appropriate, by
linkages, with each linkage consisting of an inflow
vector, outflow vector, and transformation matrix -

for transforming the inflow into the outflow or vice
versa. Each linkage is classified according to

whether the transformation is general, sum, or
identity. 6

6 This in effect is the application of Input-Output Analysis
at the 'ultra-micro' level, with the simultaneous equation
framework defined within the linkage and solution interval.
Both primal and dual forms of the transformation can be
evaluated for any linkage.
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3. Dynamic representation is achieved through the use of
a suitably defined model solution interval,7 and the
balancing relationship -
(Level vector values (Level vector values
at interval end) = at interval start)

+

(Sum of inflows)

(Sum of outflows)

h. System interdependencies are reflected through the
specification of a flow dependency type classification
for every flow vector element in the model, chosen
from a range of options whereby a flow determinant
is selected. Possible flow determinants are level
vector element, inflow vector element, outflow
vector element, or exogenous time-varying influence.

5. Time triggered influences such as delays are
reflected through the specification of a flow
pattern classification, for every flow vector in the
model, from a choice of four basic options which
govern response of the dependent flows to their
determinant factor, over time. These options
are instantaneious respons , exponential delay,
distributed box car delay,9 and stackup boxcar delay.9

Unlike System Dynamics models, flows for each solution
interval are calculated, rather than flow rates - so that
non-linear behaviour is represented by a series of broad
linear approximations. Obviously the finer points of a
system's dynamic characteristics are masked by this approach,
but the ability to handle more disaggregated models which
this facilitates, (by reducing the computational load to one
iteration, or solution interval, per period), more than
compensates for this as far as the utility of the system
for corporate planning is concerned.

8 Where a flow is distributed across a series of future

periods.

Where a flow is accumulated for a specified number of
periods then the accumulated flow is distributed across a
series of future periods.
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6. Exogenous influences are reflected through the use of
modulation matrices, and cycle vectors. In the case
of the former up to two matrices may be tagged against
any flow vector so that each element of the flow
vector is paired up with the corresponding row of the
modulation matrix, which carries the code for any one
of 10 possible flow modulating patterns, (steps,
pulses, ramps, etc.). This number of patterns is
effectively doubled because any pattern can be
coupled up with a 'seasonal index' series chosen
from among the cycle vectors, (each vector carries
the indices and cycle periodicity of a series).

2.3. Distinctive Features of GENSIM

The general systems framework described above provides
some distinctive features which are not found in
conventional 'corporate' modelling systems, many of
which are based on the less structured and more
restrictive accounting framework. These features are
summarised below:

1. Both financial and non-financial aspects of an
organisation can be modelled with equal ease - either
separately or as an integrated 'corporate' model.

2. The System Dynamics concepts permit the representation
of complex time-lagged relationships and flexibility
in the choice of solution interval, to avoid masking
the dynamic characteristics of a system through conformi
to an 'accounting period' solution interval such as one
year.

3. The Input-Output concepts incorporating the use of
matrix algebra greatly facilitate the representation of
complex multi-product multi-stage production systems
in both a primal and dual form. The primal form
accomplishes the stage-wise explosion of final demand
into resource input demand for each solution interval,
while the dual form (automatically derived from the
primal form), develops the unit cost build-ups for the
final products based on a given set of resource input
unit costs, for these aspects of the system for which
the concept of unit cost applies.
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4. Models are constructed, edited, computed, and reported
on in a fully interactive manner, without the need for
any programming or entry of lines of code. All of the
information necessary for specifying model relationships
and model reports, together with the basic data for the
model computation, is entered at the computer terminal
by the user, in response to clearly worded prompts which
specify the options available to the user, where
appropriate. The model development phases which the user
must complete unaided are confined to:
(i) Development of the flow diagram specifying the

system levels and flows as an interconnected net-

work, together with the location of the required
matrix transformations, and the flows to be
initialised, modulated, and delayed.

(ii) Determination of the necessary data to specify each
transformation matrix, flow modulation pattern, flow
delay pattern, and flow initial values.

(iii) Determination of the necessary data to define the
specific measures of performance which the user
wishes to have reported, and the manner in which
they are to be reported.

Excerpts from the computer terminal conversation
associated with the setting up of the first model
discussed in this paper, are set out in Appendix I.

3. USING THE SYSTEM

3.1. The System Programs

The seven programs constituting the GENSIM package are
shown in terms of their functional roles and inter-
relationship, in Figure 1. The most important feature of
the system for the user is that models are developed and
used interactively at the terminal, and that no
programming ir che conventional sense, is required to
develop a model. Each program in the system performs its
function according to a defined sequence of prompts and
user responses. The command 'RUN GENSIM' causes the
control program to be executed, allowing the user to

X choose any one of the six functional programs comprising
the system. Each of these programs are discussed below
in the sequence in which they would normally be accessed.

-- 672-

'M.;- _ _ __ _ _ _ _-.



3.2. Setting up a Model

The setting up of a model is carried out using the
'GENINP' program, in two distinct phases. These phases
are described below in their normal order of execution,
although each can be performed independently if desired,
for the purpose of effecting changes in a model subsequent
to its initial specification.

1. Input of Model Specifications - where the model
structure is specified, in response to the appropriate
prompts requesting:

the number of levels

the number of linkages
the type of model solution interval

(days,weeks,months,quarters,years)
the duration of the planning horizon
the characteristics of each level
the characteristics of each linkage

2. Input of Model Data - where the data relevant to the
specified model is entered in response to the

appropiate prompts. The user may select from among
seven distinct entry points, or proceed through them
sequentially. In each instance the levels (or linkages),
are scanned and prompts requesting the appropriate data
are generated accordingly. The entry points are for:

level initial values
flow initial values 10

transformation matrices
modulation matrices
delay matrices
cycles

In the case of the transformation and modulation
matrices, data entry is facilitated by the ability to
automatically zero fill or copy any row from a previously
specified matrix. The 'GENAMD' program may be used for
small scale amendments to the model structure or data,
although specific levels, linkages, and matrices can be
accessed via 'GENINP' for this purpose. Both programs
chain the user back to the control program 'GENSIM'
after execution.

10 Base flow vector values must be specified for all

exogenously dependent flows.
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3.3. Editing the Model Structure and Data

Following model specification and data input, the 'GENEDT'
program would normally be accessed to check out the
logical consistency of the model structure, and the
validity of the data submitted on the basis of this
structure. This program scans each linkage for discrepancies
or inconsistencies in the responses entered during the
model specification phase, and prints out appropriate
error messages. If desired the program will also scan all
of the model data arrays for discrepancies or the prescence
of values outside user-specified upper and lower bounds.

A visual check of all specifications and data is usually
advisable prior to running the model, and to this end the
data listing program 'GENLIS' would be accessed. This
program takes the user through a series of steps to specify
a data listing, as full or partial listings are available
at the option of the user. A data listing file is created
which the user can store and access as desired.

3.h. Model Computation

Model computation is performed using the 'GENCOM' program
which allows the user to re-specify the planning horizon,
to monitor the computations via a 'tracer', or to interrupt
the computations at pre-defined points. The tracer provides
on-line feedback, through the terminal, of each computational
step in terms of equation type, calculated values, and
supporting data pertaining to the values of relevant tag
numbers, indicators, and counters. If desired this
information can be restricted to one nominated linkage.
In general however this feature constitutes an invaluable
desk checking aid, as well as a supplement to the main
system reports. After processing the model 'GENCOM'
provides the user with the option of either chaining back
to the control program, or proceeding directly to the
report generating program 'GENREP'.

3.5. Model Report Generation

The report generating program 'GENREP' takes the user
through a sequence of steps which constitute four phases
described as follows:

1. Report Identification - where the model name and run
heading is specified.
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2. Report Performance Factor Specification - where the
user can develop formulae to calculate up to 40
measures of model performance, based on level vector
element values combined as ratios, percentages, or

dimensioned quantities such as the sum of several
level elements.

3. Report Format Specification - where the user can select
from four basic options, as follows:

tabular with report columns designated
as vector elements

tabular with report columns designated
as time periods

graphical with up to 10 graphs each
plotted with up to five factors

a combination of both tabular and graphical
reports

4. Report Content - where the user specifies, in the
desired sequence, the level vectors and performance
factors which are to be reported together with the
location of spacing and report headings.

Upon completion of the above phases, 'GENREP' then
generates the desired reports using the file of computed
data produced by 'GENCOM', and creates a report file for
storage, or immediate access by the user.

4. APPLICATION OF THE SYSTEM IN A MANUFACTURING COMPANY

4.1. The Company

Hallmark Industries Ltd. is a relatively small privately
owned company located in Hamilton, New Zealand. It specialises
in the manufacturing of a compact range of tents, back
packs, sleeping bags, and camping accessories , in what is
for the most part a two-stage production process. The
company employs a staff of approximately sixty-five people
with the ownership of the company being vested in seven
shareholders, five of whom hold key positions in the
management structure. Approximately 60% of the company's
raw material requirements are imported, along with a range
of supplementary products which the company markets under
license, as a small but significant part of its operations.

-675-



M R- Mr -V4 M .. -i '' i. '

Over the past seven years the growth of the company has
been extremely rapid, to the extent that both sales and
total assets have increased six-fold. Profitability in terms
of return on equity, although high, has declined somewhat

due to a sixteen-fold increase in the company's equity
base arising from the retention of earnings over this period.
This high rate of growth, coupled with a marked seasonality
in sales, has resulted in recurring liquidity and stock
control problems together with undue reliance on costly
short-term finance and difficulties in adapting the
organisational structure and management style of the
company to meet the changing scale and nature of its

operations.

In recognition of these problems, formalised corporate
planning procedures were instituted two years ago, based
upon the traditional framework of five-year planning with
annual reviews, and focussing on a goal structure defined
in terms of the key factors set out in Figure 3. The
annual reviews were carried out by the executive share-
holders, in accordance with the following sequence of
steps.

1. A broad review of the previous year's corporate plan
in the light of actual performance against it.

2. The tentative re-specifying of the five-year company
goals.

3. An Environmental Audit, to establish threats and
opportunities in the social, legal, political, economic,

technological, and industry environments.

4. A Company Audit, to establish the strengths and
weaknesses in the functional areas of the company
administered by each of the executive shareholders.

5. The development of functional area plans, comprising
functional area goals and key actions for the attain-
ment of the five-year company goals

6. Final specification of a vertically and horizontally
integrated goal structure spanning the five years,
with the goals for the immediate year ahead being
expanded into monthly budgets and action plans, to
provide the basis for control.

The introduction of a flexible, dynamic modelling facility
in support of this process has resulted in the quantitative
assessment of a much broader range of strategies in the
course of conducting steps 5 and 6 above, together with a
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move away from 'single future-annual review' planning to
the type of 'multiple future-continuous review' planning
referred to in Section 1.3. At present three models provide
the basis for this development, viz., a Cash Planning
Model, a Production Planning Model, and a Corporate
Planning Model. The structure and purpose of each of these
models is discussed in the remainder of this section.

4.2. The Cash Planning Model

This model was the first to be developed as the under-
lying relationships associated with cash flows within the
company are typically more structured, and the benefits of
such a model are more immediate and visible to management.
Figure 4 depicts the basic structure of the model as a
flow diagram, and the computer terminal conversation
associated with its development using GENSIM is set out in
Appendix I.

The model encompasses both cash flows, and those flows
which have a direct bearing on them such as sales, and the
placement of orders for materials. Two delays are incorporated
into the structure to reflect the significant lag effects
associated with cash collections from debtors, and the
payment of bills associated with imported materials
purchases. The model is structured around a solution interval
of one month with the facility to project up to sixty
months ahead. The model can be initialised at any given
month of the year to provide, for example, rolling twelve
month projections.

h.2.1. Model Structure

Figure h depicts the model using a set of symbols which
can be adopted for any model to be constructed using
GENSIM. All levels defined in the system are represented
by rectangles, and all flow linkages by arrows with the
linkage number noted in a small circle which splits the
linkage into an inflow and an outflow respectively.It is
important to note that the linkages are multi-channel with
each outflow (or inflow) possessing the number of channels
equal to the dimension, (i.e. number of elements), defined
for the level which it leaves (or enters).

The existence of external influences on the flow channels
and the switching, or transformation matrices relating one
side of a linkage to the other, are indicated by the small
triangles, or tags. These tags are identified by one of
four letters, (B, M, T, or D), followed by a number. The
letters denote respectively base flow vectors, modulation
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matrices, transformation matrices, and delay matrices,

while the associated number constitutes a tag number which
enables identification of the particular data array which
is to be accessed to give effect to the initialisation,
modulation, transformation or delay.

In this particular model three base flow vectors, three
modulation matrices, three transformation matrices, and two
delays have been defined. The data arrays associated with
these influences constitute part of the data input to the
model.

4.2.2 Model Input

The following inputs must be supplied to the model. It is
important to note that any data item so supplied, may be
treated as a constant, or as a decision variable, (i.e.
parameter), depending upon the circumstances governing the
use of the model.

1. Level Initial Values - zero in all instances for this
model as the levels represent accumulated flows.

2. Flow Transformation Matrices -

T1 switches the purchase orders placed flows
into the purchases payments flow channels

T2 switches the other cash payments class-
ifications into the other cash payments flow
channel.

T3 switches the sales flows into the cash
collections flow channels

3. Base Flow Vectors - which comprise the base, or initial
month values for the flows in each one of the flow
channels of the inflows (or outflow) to which they are
assigned.

4. Modulation Matrices - which act on the flows in each
channel of each of the inflows (or outflow) to which
they are assigned, to increment them in accordance
with individually specified growth patterns.

4. Delay Matrices -

Dl constitutes a boxcar delay reflecting the
combined lag effects of materials delivery
lead times, and payment terms, (120 day bills
in the case of imports).

D2 constitutes a boxcar delay reflecting the

lag in cash collections from debtors.
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5. Cycles Matrix - which comprises ten uniquely defined
cyclical series, each of which is coupled up to a
specific flow channel's modulation pattern. The flows
being subjected to cyclical or seasonal influences in
this way include sales, purchase order placements, tax
payments, and manufacturing wages.

4.2.3. Model Output

7Sample output, in tabular form, from one run of this model
is shown in Appendix II. The particular run shown here is
a twelve month projection commencing with the month of
October. In practice management run this model at least twice
per month, (to produce optomistic and pessimistic projections
respectively), with special runs over and above these to
determine the cash effects of revised capital expenditure
programs, or unforeseen events such as devaluation for
example.

4.3. The Production Planning Model

This model utilises the full power of the matrix algebra
features of GENSIM in performing the transformation of
final product demand, (i.e. production levels), into
resource input requirements, together with the dual
transformation of resource input unit costs into final
product unit costs. A solution interval of one year is used
with a planning horizon of five years, to interface with
the Corporate Planning Model.

4.3.1. Model Structure

The basic structure of the model is depicted in Figure 5
using the symbols described earlier for the Cash Planning
Model. Two of the three levels of the model represent
accumulated flows (for production and resource requirements
respectively), while the Work-in-Process level exists
basically as a dummy level to permit the separate represent-
ation of the flows associated with each stage of the two
stage production process by which some of the products are
manufactured. Unlike the Cash Planning Model, (and the
Corporate Planning Model), these levels are defined in
physical terms, with conversion to monetary units being
effected via the associated unit cost vectors. The primal
form of the model performs the final product - resource
input transformation, for each year of the planning horizon,
while the dual form effects the resource unit cost - final

*" product unit cost transformation.
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Three transformation matrices carry the resource consumption
coefficients associated with the manufacturing processes,
while the base flow vectors initialise the production flows
(of final products), and the resource unit costs, for the
first year. The modulation matrices then act upon these
initial values to give effect to the desired growth patterns
for final production and resource unit costs.

4.3.2. Model Input

The inputs required for this model are summarised below.
As with the Cash Planning Model, any individual data item
(or items), may be selected as a parameter.

1. Level Initial Values - zero in all instances as levels
1 and 3 are accumulated flows, and level 2 is a dummy
level.

2. Flow Transformation Matrices - TI carries the resource
consumption coefficients associated with the production
of those products made in a single stage, (linkagel),
T2 carries the coefficients relating to the second
stage of production, (linkage 2) for those products
utilir4.ng two stages. T3 carries the coefficients for
the iJrst stage, (linkage 3).

3. Base Flow Vectors - B1 is the production base flow
vector, and B3 is the resource base unit cost vector.

4. Modulation Matrices - M1 carries the production growth
patterns for each final product, over the five year
planning horizon, and M3 carries the 'growth' pattern
for the unit cost of each resource input. These patterns
are in fact annual percentage increases in each case.

4.3.3 Model Output

Sample output, in tabular form, from one five year run of
this modal, is shown in Appendix III. In practice this
model is used by management for both the short, and long
term planning of production. In the former instance, a
version of the model using a monthly solution interval is
run each month on a rolling twelve month basis, using input
from the Corporate Planning Model, to provide detailed
resource input requirements as a basis for a detailed
purchase order placements plan. The dual form of unit cost
buildups also provides a basis for short-run action plans
aimed at production cost reduction.
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For the longer term, the yearly solution interval version
serves as a susidiary model to the more comprehensive
Corporate Planning Model discussed below.

4.4 The Corporate Planning Model

This model plays a central role in the planning process
and is of necessity the most comprehensive of the three
models. In its present form it encompasses all financial
aspects of the company, as well as incorporating those
quasi-financial factors which have a direct bearing on the
financial flows, such as the placement of purchase orders.

4.h.1 Model Structure

Figure 6 depicts the model structure using the same symbols
as for the previous two models, while Figure 7 shows the
level element definitions associated with each of the twelve
levels incorporated into the model. Five of these levels
serve as accumulators of flows, with the flows concerned
being the major expenses classifications and the flows
required for the determination of gross margin as a net
flow. As with the Cash Planning Model, all levels are defined
in monetary terms and the model solution interval is set at
one month, with a planning horizon of up to sixty months.

The accumulator levels are re-set to zero at twelve month
intervals, so that their values constitute the basis for
year-to-date income statements. In the course of this zero
setting the contents of these levels must be transferred out
to the 'Capital' level, via the linkages 11,12,13,14 and
19. In accounting terms this constitutes income appropriation
in effect. The accounting significance generally of the
levels and flow linkages, is that the former represent
account balances, and the latter represent transactions,
with a linkage 'head' signifying a debit and a linkage
'tail' signifying a credit. The resultant effect is that
debit balances are represented in the system as positive
valued levels, and credit balances as negative valued levels.

Ten transformation matrices are defined in the model, all
of which perform a switching function with the exception of
T3 which carries the resource input proportions associated
with each finished product classification. Nine base flow
vectors are defined, one for each of the flows in the system
which are determined exogenously, either wholly or in part.
Seventeen modulation matrices are defined and three delays,
the latter to reflect the lag patterns associated with
purchase order deliveries, creditor payments, and debtors
collections.
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CAPITAL CASH FIXED ASSETS

Debt Capital Cash at Bank Land & Buildings
Equity Capital Plant & Equipment
Revenue Reserves CRFDITORS Motor Vehicles
Capital Reserves Bills Payable
Prov. for Div. Local Creditors DEBTORS
Prov. for Tax Wages Payable Local Debtors

Export Debtors

ACCUM.ADMIN.EXP. ACCUM.MKTG.EXP. ACCUM.PRODD.EXP.

Volume Dependent Volume Dependent Volume Dependent
Vehicle Dependent Vehicle Dependent Vehicle Dependent
Staff Dependent Staff Dependent Staff Dependent
Other Other Other
Interest (for Local Mktg.
Depreciation & repeated for

Export Mktg.)

ACCUM.R&D EXP. MATERIALS FINISHED STOCK

Volume Dependent Local Materials Manufactured Products
Vehicle Dependent Import. Materials Wholesale Products
Staff Dependent Wholesale ProdueLs
Other Direct Wages

ACCUM. MARGIN

Manufacturing Sales
Wholesale Sales
Export Sales
Manufacturing C.O.S.

Wholesale C.O.S.
Export C.O.S.
Commissions

Figure 7. Level Element Definitions for the
Corporate Planning Model
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4.4.2 Model Input

The input required for the model is summarised below.

1. Level Initial Values - zero for the five accumulator
levels, with the remaining levels being assigned the
appropriate opening balance values.

2. Flow Transformation Matrices - as noted above, all of
these except T3 perform a switching function and thus
have coefficients equal to zero or one. The coefficients

of T3 comprise, for each finished product classification,
split-up of its total cost into the proportions
associated with each resource, or materials classif-
ication, (the latter also includes a category for direct
labour).

3. Base Flow Vectors - Bl, B2, and B4 initialise the flows
for sales, production, and purchase order placements
respectively. B5, B6, BT, and B8 initialise the flows
for those expenses classifications which require it.
B2 and B9 relate to the flows associated with capital
expenditure, and the raising of new capital.

4. Modulation Matrices - Ml, M2, and M carry the respective
growth patterns for sales, production and purchase order
placements, while matrices M5 to M8 carry the real
growth patterns for the expenses classifications. M9
carries the depreciation rates for fixed assets, MlO
the interest rate for bank overdraft, and M12 provides
for the separate specification of the inflationary
component of expenses growth. Mlh and M15 perform the
special function of triggering the transfer of the
co,'.,ents of the accumulator levels to the Capital level
at twelve monthly intervals

The matrices M17, M18, and M20 trigger the timing of
tax and dividend payments, borrowing of new capital,
and capital expenditure respectively, while M19 carries
the coefficients associated with income appropriation
and taxation rate.

5. Delay Matrices - Dl is an exponential delay re'lecting
the payments lag patterns associated with each of the
defined creditor classifications. D2 and D); are both
boxcar delays reflecting the lag patterns associated
with each of the defined classifications for debtors
collections and purchase order deliveries respectively.

6. Cycles Matrix - this comprises the same ten uniquely
defined cyclical index series as specified for the
Cash Planning Model.
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4.4.3 Model Output

Sample output, in tabular form, for one five year run of
the model is shown in Appendix IV(a). This report shows
only the 'year-end' results, and the expansion of this
into monthly results for the immediate year ahead, is
shown in Appendix IV(b). Appendix IV(c) shows some graphical
output for the same run of the model, displaying the dynamic
behaviour of a selection of factors including debtors,
stocks, and three key financial ratios.

5. CONCLUSION

The modelling system described in this paper is intended to
provide management with a flexible basis for dynamicsimulation in the corporate planning context, whereby

multiple futures for the organisation, in quantitative terms,
can be prepared and updated with the minimum of model
development and maintenance effort, and maximum vertical,
horizontal, and chronological goal structure integration.
In any given application, the system is intended to cons-
titute a central, general purpose modelling facility, to
be supported by, or used in conjunction with, special
purpose models, (such as those involving the use of
optimisation techniques), as the circumstances dictate.

The system in its present form has limitations of both a
conceptual and operational nature. The conceptual limit-
ations arise largely from the fact that as a package, it
lacks the equation formulation flexibility characteristic
of high level simulation languages. For any given model
developed under the system, the equation set is derived
automatically from a finite library of options, in accord-
ance with the responses tendered in the course of the model
specification phase. As far as the more highly structured
and mechanistic relationships of an organisation are
concerned this does not constitute a problem, but where it
is essential to explicitly represent decision processes
involving complex information flows, rather than merely
reflect them as exogenous influences, the utility of
GENSIM will compare unfavourably with a high level
simulation language such as DYNAMO.

In brief, the conceptual framework upon which GENSIM is
based is one in which the facility to cope with the less
structured aspects of the corporate system has been traded
off for the facility to cope vith disaggregation, and
'structured' complexity in a flexible, and operationally
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efficient manner.

The operational limitations of the package are summarised
in the following terms:

1. Planning Horizon - not more than 60 periods

2. Number of Level Vectors - not more than 20

3. Number of Linkages - not more than 50

4. Number of Level or Flow Vector Elements - not more than 10

5. Number of Transformation Matrices - not more than 20

6, NImber of Modulation Matrices - not more than 20

7. Number of Delayed Flows - not more than 10

8. Number of Cyclical Series - not more than 20

Conversion of the system over to a large main-frame computer
would permit the construction of much larger models, and
undoubtedly faster processing in the case of any given model.
The applications to date however have not revealed any
serious practical disadvantages arising from the above
constraints.
In conclusion, the extent to which the system achieves its

stated aims, and the full practical ramifications of its
limitations, have yet to be established. Evaluation should
proceed,however with due regard for the comparitive utility
in the same circumstances, of the available alternatives.
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APPENDIX I TERMINAL CONVERSATION FOR DIE.IINItG THE SIRUC'[URI
OF THE HALLMARN CASH PLAiNING MODEL

RUN GEN:INP
MODEL 1jANE IS OK Y OR N? N
CORRECT NAME ( 6 characters )? ALPHAC
MODEL NAME IS ALPHAC OK Y OR N? Y
SPECIFICATIONS OR DATA? S

DO YOU WISH TO SET UP NEU FILES Y OR N? Y
STARTING WITH LEVEL SPECS- Y OR N? Y
ZERO ALL FILES Y OR N? Y
NUMBER OF LEVELS! 4
NUMBER OF LINKAGES? 3
ENTER TYPE OF SOLUTION INTERVAL (Y, 0, M12, M13, W, D5, OR 11)? M12

PLANNING HORIZON ? 12

INPUT LEVEL SPECIFICATIONS
FOR LEVEL I O.K. ? Y
Description? ACCUMULATED CASH
Dimension? 10
TYPE- 1=Monetary Unbouide-d 2=Monetary Lower Bound 0 3-Physical Unbounded
4l-hysical L.ower Dound 0 ? 1
Zero-isin 9 Interval (OR '0")? I
Level Vector Elenent Summation procedure (S , P , or N)? S
ELEMENT DESCRIPTIONS Y OR N? N
FOR LEVEL 2 O.K. ? Y

Descr pt i on? ACCUIUI.AIE-D PURCHASES
Dimension? 2
TYPE- I=Monetarv Unbounded 2=honetary Lower olind 0 3J=Fhvsical Unbouinded

4.:Physical Lower Bound 0 ? 2
Zero-isin.; Interval (OR "0")? 1
Level Vector Element Summztion procedure (S , P , or N)? Q
ELEMENT DESCRIPT!ONS Y OR N? N
FOR LEVEL 3 O.K. Y
Description? ACCUM. OTHER PAYMENTS

Di ension? 7
TYPE- 1 tionetary Unbounded 2=Monetary Lower Bound 0 3=Physical Unbounded
4-z4',vs.ica1 Lower Bound 0 ? 2
Zero-isinq Intervy. (OR "0")? 1
Level Vector Element StMeation procedure (S , P . or N)? S
ELEMENT DESCRIPTIONS Y OR N? t'
FOR LEVEL 4 OK. 7 Y
Description? Acc(UriuiLAr SALES
Dimension? 2
TYPE- I= Monetarv Unhounded 2:=onet.r,! Lower Bound 0 3P'hvsicz1 Unbounded

4-PI:tys.iCa] Lower Bound 0 7 2
Zter,)-iiin. ifntervA., (OR "0")? 1
Level Vector Element Summ:,tion procedure (S , P , or N)9
EL.IENT ITFSCRI '1IGIi r fd v t
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APPENDIX I Continued...

INPUT SPECIFICATIONS FOR LINKAGE I O.(.? Y
LINKAGE TYPE (IC, II, IX, IF, SC. SI, SX, SF, GC, 61, GX, GR GF)? 61

INPUT INFLOU DETAILS FOR LINKAGE I
Uhat Level does it flow into ? 2
Inflow Dependency Type (E, L, 1, X, or M)? I[

Determinan. Flow Number? I
INFLOU PATTERN (1,E OR I)? I
Modulating Tag No.? 1
Cost Vector Dependency (E OR "CR")?
Transformation Matrix Tag No.? I
INPUT OUTFLOU DETAILS FOR LINKAGE I
Uhat level does it flow fro.? 1
Outflow Dependency E, L, I, X, or h)? I
Deter.inant Flow No.? I
OUTFLOU PATTERN (I,E OR 8)? B
Boxcar delay tag no? 1
Cost Vector Dependency (E O *CR")?[ P
INPUT SPECIFICATIONS FOR LINKAGE 2 O.K.? Y
LINKAGE TYPE (IC, I, IX, IF? SC, SI, SX, SF, GC, 61, GX, OP GF)? O(

INPUT INFLOU DETAILS FOR LINKAGE 2
tUhat Level does it flow into ? 3
Inflow Dependency Type (E, L, I. X, or M)? E V
Determinant Flow Number? 2 r
INFLOU PATTERN (I,E OR B)? I

* Modulating Tag No.? 2
d n.Cost Vector Dependency (E OR "CR")?

Transformation Matrix Tag No.' 2
INPUT OUTFLOU DETAILS FOR LINKAGE 2
(hiat level does it flow fron? 1
Outflow Dependency (E, L. I, X, or M)? I
DeterMinant Flow No.? 2
OUIFLOU PATTERN (I,E OR 8)? i
Cost Vector Dependency (E OR "C?")'
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APPENDIX I Continued...

INPUT SPECIFICATIONS FOR LINKAGIr 3 O.K.? Y
LINKAGE TYPE (IC, II, IX, IF, SC, SI, SX, SF, GC, 61, GX, OR- GF)? GX

INPUT 1iFLOW DEIAILS FOR LINKAGE 3
Uhat Level does it t]ow into 7 1
Inflow Deoendencv Tv:,e (E, L, I. X, or M7)'' X
leterminant Flow Nu'iber? 3
INFLOU PATTERN (I.E OR B)? B
Boxcar delay tag no? .3
Cost Vector [eren.nv (E OR "CR" ?
Transformation Mdatrix Taq No.? 3
INPUT OUTFIoU IETAILS FOR LINKAGE 3
bl,,t level does it flow from? 4

Outflow belendencv (E, L, I, (, or M)? E
Determinant Flow No.? 3
OUTFLOW PAT[ERre (I, OR B)' I
Modtolzt.inq Ta3 No.7 .3
Cost Vector Dependerv (E OR "CR!" C

DO YOU UISH TO ENTER DATA? 0
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OPT1MAL PRODUCTION PLANNING FOR
A PENCIL INDUSTRY - A CASE STUDY

VORATAS KACHITVICHYANUKUL and M. NAWAZ SHARIF 2

Industrial Engineering and Management Division
Asian Institute of Technology

Bangkok, Thailand

ABSTRACT. The paper presents a production plan for an
existing pencil industry and its expansion plan to meet
anticipated future demand at a minimum cost. A linear pro-
gramming model was used for optimization. The demand was
forecasted by multiple linear regression analysis, using
past sales and other economic parameters. Based upon the
capacities of different machines in the existing plant, two
expansion plans were proposed. The incremental fixed costs,
maximum capacities, and unit costs of production were
evaluated. The optimization model war, then run for many
cases: one shift, two shifts, three shifts operation, and
one shift plus overtime operation for the existing plant,
expansion plan I, and expansion plan 2. The results were
compared to get the alternative which gives minimum cost
over the study period.

IResearch Associate
2Associate Professor of Industrial and Systems Engineering
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1. INTRODUCTION

In Thailand, no pencil industry was established until
late 1973. The main reason was that the imported pencils
were very cheap and the government did not provide any incen-
tive for local investment. The pencil industry under study
has been in existence for the last five years (1974-1978).
The machines and techniques used in the industry are rela-
tively simple and need less technical knowhow. The main pro-
blem in the industry being studied is to increase its pro-
fitability through proper production planning. At the time
of studying, management of the firm was interested in finding
answers to the following questions:

a) How to schedule the production in order to meet the
market demand in an optimal manner.

b) With the expectation of the growth in sales, the
next problem is to determine when to expand the existing
facilities and to what extent.

2. FORMULATION OF THE MODEL

2.1. This section presents a linear programming model for
determining the most economical way of production subjected
to a given definite seasonal demand. From the forecasted
demand the monthly sales of the firm for next few years can
be estimated and is taken as given for this optimization pro-
blem. The model is developed for a given plant capacity and
a given planning period, but it can be applied for several
planning periods and for different plant capacities as well.

For a given plant capacity, the output of the plant
depends on the intensity with which the equipment is used,
the size of the workforce, the number of shifts and the level
of seasonal inventory stocks.

The olanning horizon of the firm can be divided into
several planning periods, each of which is one year. For
each planning period, we have to schedule the workforce in
such a way that the total cost over the study period will be
minimized.

The basic decision variables are the monthly production,
the inventory levels needed to meet the monthly demand and
the shortage amounts if the demand cannot be met. The
production in any month can consist of several choices:
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x(t), normal shift production with unit cost Cx;

y(t), second shift production with unit cost C ;

z(t), Third shift production with unit cost C ;

where t is the time subscript for month I to month 12 within
each planning period (t-1, 2,..., 12). The unit cost of
production excludes the raw material costs since they are
independent of the workforce level.

2.2. Constraints

2.2.1. Capacity Constraints:

The output produced from each of the production types for
each level of plant capacity is limited.

x(t) 4 X t=l, 2,..., 12
y(t) 4 Y t=l, 2,..., 12
z(t) 4 Z t=l, 2,..., 12

where X, Y and Z are the maximum capacity of first, second
and third shift production respectively and for a specific
level of plant capacity.

2.2.2. Inventory Constraints:

The number of units held in inventory at the end of each
month should be limited due to storage limitations.

l(t) 1< I t=1, 2,..., 12
where

I(t): Stock of inventory at the end of month t.
I : Maximum number of units that can be held in

inventory.

In view of the assumption that the demand pattern is
periodic over twelve months, the inventory level at the end
of the planning period should equal to the inventory level
at the beginning of the planning period multiplied by the
secular growth rate G.

1(12) (1+G)I(O)
where

1(0): Number of units held in inventory at the begin-
ning of month I. The value of 1(0) should be
given as the input to the model and will bu
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expressed as fraction of the maximum storage

capacity.

2.2.3. Demand Constraints:

It is desirable that the production plan must meet the
forecasted demand for each month.

x t) + y(t) + z(t) + I(t-1) - I(t) + S(t) D(t)
where

t=1, 2,..., 12
S(t): Amount of shortage during month t.
D(t): Demand during month t.

2.3. The Objective Function

The optimal production plan must satisfy all the preced-
ing equations as well as minimizing the sum of -roduction
cost, inventory holding cost and penalty cost of not meeting
the demand. The objective function can be written in the
following form:

12
Z [C x(t) + C y(t) + Czz(t) + C I(t) + CsSWl

where
Ci: Inventory holding cost per unit per month.i
C s  Shortage penalty cost per unit.

3. EVALUATION OF INPUT PARAMETERS

The parameters which are needed as input to the model and
should be evaluated are

1. Monthly demand of the product.
2. Inventory storage capacity.
3. Production capacity limits.
4. Production cost.
5. Inventory holding cost,
6. Shortage penalty cost.

3.1. Estimation of Future Demand

In Thailand, there were no local pencil producer until
late 1973. All the pencils were imported and the amounts
imported can be used to estimate the demand of the market
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all over Thailand. The past records of imported pencils are
correlated with four relevant factors - total population,
number of school children, per capita income and time. The
regression method used is multiple linear regression from
IBM Scientific Subroutine package.

By comparing the correlation coefficients and the stand-
ard errors of estimate, it was found out that the past data
reflect a definite trend if correlated with the following
factors; total population of Thailand, number of school

children and time.

Based upon past sales record of the firm, the market
share of the firm is estimated to be twenty five percents of
the overall market. The yearly demand of the firm for next
four years is then estimated and shown in Table 3.1.

Table 3.1 Forecasted Demand of the Firm for
Next Four Year

YEAR DEMAND IN UNITS

1977 182,250
1978 189,084
1979 196,000
1980 203,084

The study of the past records of imported pencil indicates
that there is a definite seasonal variation in the market
demand of pencil in Thailand. The source of past records
used is named in 16].

The monthly demands are expressed as fractions of yearly
demand as shown in column 2, Table 3.2. By assuming that the
demand pattern of the firm is the same as the overall market,
the monthly demands of the firm can be calculated and are
summarized in Table 3.2.

3.2. Estimation of Storage Capacity

The maximum storage capacity can be estimated by consider-
ing the floor space available for finished product inventory
in the existing layout, the crushing strength and the dimen-
sion of the box.
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Table 3.2 Forecasted Monthly Demand for the
Firm in Units of Pencil, Based
Upon 25% of the Overall Market

MONTH FRACTION 1977 1978 1979 1980

Jan 0.069 12,575 13,047 13,524 14,013

Feb 0.081 14,762 15,316 15,876 16,450

Mar 0.161 29,342 30,442 31,556 32,696

Apr 0.141 25,697 26,661 27,636 28,635

May 0.138 25,151 26,093 27,048 28,025

Jun 0.087 15,856 16,450 17,052 17,668

Jul 0.070 12,758 13,236 13,720 14,216

Aug 0.061 11,117 11,534 11,956 12,338

Sep 0.043 7,837 8,131 8,428 8,733

Oct 0.031 5,650 5,862 6,076 6,296

Nov 0.057 10,388 10,778 11,172 11,576

Dec 0.061 11,117 11,534 11,956 12,388

TOTAL 1.000 182,250 189,084 196,000 203,084

3.3. Estimation of Production Capacity Limits

For any production system, the capacity is limited by the
machine with the slowest rate. The rates of different
machines and/or operating units of the existing system are
summarized in the first column of Table 3.3 anJ it appears
that the machine with the slowest rate is piercing machine
with the hourly rate of 65 units. The existing system
operates on an eight-hour-shift basis with about seven hours
of actual operating time (the firm allows one hour for lunch
plus personal allowance and operates 25 days a month). Based
upon the figures, the output per shift and the output per
shift per month can be calculated.

In order to cope with the increasing demand, two possible
expansion plans were proposed. These two plans offer two
alternatives to iticrease the production capacity through the
addition of machines and/or operating units. The details of
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these two expansion plans and the resultant values such as
production capacity, incremental investment cost, increase in
labors, and horsepower requirements are summarized in the
second and third column of Table 3.3.

Table 3.3 Summary of Capacities, Costs,
Power and Labor Requirements of
Three Different Alternatives

UNITS/HOUR FOR ALTERNATIVE *
OPERATION NAME

Width Cutting 82.5 165.0 165.0
Grooving 90.0 135.0 135.0
Lead Filling 90.0 112.5 123.75
Rough End Cutting 187.5 187.5 187.5
Shaping 90.0 135.0 135.0

Painting 72.6 108.9 108.9
Fine End Cutting 143.3 143.3 143.3

Hot Foil Stamping 115.0 115.0 115.0
Shouldering 70.8 106.2 106.2
Rubber Inserting 69.2 103.7 103.7
Piercing 65.0 97.5 97.5
Total HP required 34.0 43.0 41.0
Workers per Shift 49 56 65
Incremental Cost 0 312,500 113,500
(total in Baht)

Incremental Cost
(annual in Baht) 62,265 22,615

MAXIMUM OUTPUT

in units per shift 455 682.5 682.5
in units per shift 11,375 17,062.5 17,062.5

per month

* Alternative 1: Existing Plant

Alternative 2: Expansion Plan I

Alternative 3: Expansion Plan 2

70
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3.4. Estimation of Production Costs

3.4.1. Labor Cost

For the existing system, the total number of workers per
shift is shown in Table 3.3. The minimum wages set up by the
Thai government can be used for the calculation. Therefore,
the direct labor cost for the first shift of the existing
system can be calculated.

3.4.2. Power Cost

For first shift operation, power will be consumed mainly

by the machines. Total cost per shift was estimated using
the total horsepowers required in the existing plant.

The indirect costs such as security guards, office
workers, etc., are fixed and excluded in this study.

Since the raw material cost was independent of the work-
force level, it was excluded and the total cost of production
was considered to be the sum of the labor cost and power

cost.

For first shift operation, the maximum output for the
existing system is 455 units per shift, but for some practi-
cal reasons, an efficiency of 90 percents is assumed and the
output of the existing system is approximately 400 units per
shift (this figure also confirmed with the past performance
of the firm). Therefore, the unit cost of production can be
estimate.

For the second shift and third shift operations, addi-
tional power cost for illumination and additional transporta-
tion cost should be taken into consideration. But the values
calculated from actual data show that there is no significant
differences among the unit costs of these three types of
production. In order to make use of the first shift produc-
tion as much as possible, the unit costs of production of the
second shift and the third shift should be high enough to
make the linear programming model work effectively. As the
unit production cost used here does not include the raw mate-
rial cost or other fixed cost and more than 90 percents of
this cost is labor cost, which will increase for the second
and third shifts operation, the unit costs of production for
the second shift and the third shift are taken as the unit
cost of production of the first shift times 1.5 and 2.5
respectively.
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For expansion plan I and expansion plan 2, the costs can
be calculated in a similar way and all results are presented
in Table 3.4.

3.5. Estimation of Inventory Holding Cost

The inventory holding cost of pencils is being considered
as the cost of holding the amount of money equivalent to the
selling price of those pencils. The approximated interest
rate is assumed to be one percent per month and the results
are shown in Table 3.4.

Table 3.4 Values of Estimated Cost (Baht)

COST ELEMENT ALTERNATIVE 1 ALTERNATIVE 2 ALTERNATIVE 3

Production cost 3.410 2.553 2.926
(first shift)

Production cost 5.115 3.830 4.389
(second shift)

Production cost 8.525 6.383 7.315
(third shift)

Inventory hold- 0.642 0.642 0.642
ing cost

Shortage penalty 10,000 i0.000 10.000
cost

Incremental cost 0.000 312,500 113,500
(total)

Incremental cost 0.000 62t265 22,615
(annual)

3.6. Estimation of Shortage Penalty Cost

The shortage penalty cost is being considered here as the
opportunity lost of the profit that the firm should get if
there were enough pencils for sales. Therefore, the shortage
penalty cost should equal the selling price of the pencil
less the total cost of producing the pencil.
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For this study, the shortage penalty cost will be taken as
10 Baht per unit.

In the use of the proposed model, the value of the initial
inventory at the beginning of month 1 is taken as unknown
parameter and will be varied based upon past experiences,
subjective judgement and also the results of the model itself.

4. ANALYSIS OF RESULTS

The proposed model was run for three alternatives and
four consecutive years by IBM-370/145 system. The value of G
is kept to be zero and the value of 1(0) is varied. This
implied that the operating plans will force the inventory at
the beginning and the end of the year to be the same. The
total costs over the whole study period (1977 to 1980) are
summarized and plotted in Fig. 4.1, Fig. 4.2 and Fig. 4.3 for
the cases that allow one shift, two shifts and three shifts
operation respectively. All the results show that alterna-
tive 2 (expansion plan number i) is the one which will give
the minimum total cost over the whole study period.

For one shift operation, the production capacities cannot
keep up with the market demand and the optimal point occurs
at higher inventory level.

For the case that allows two shifts production, the capa-
cities are doubled and are very much higher than the market
demand, hence the operating plan will never go beyond the
second shift and the optimal policy is to maintain lower
inventory level.

As the proposed model did not take the idle capacity cost
into considerations, the results of the cases that allow two
shifts and the cases that allow three shifts are expected to
be the same, which can be seen in Fig. 4.2 and Fig. 4.3 that
the two sets of curves are almost identical.

The cases where the values of G are not zero are also
tried but the total costs are very much higher and are
discarded (see Table 4.1).
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Table 4.1 Results of the Operating Plan for One Shift
Operation, G # 0 (Four Years Total Cost in
Million Baht)

G 1(0) ALTERNATIVE 1 ALTERNATIVE 2 ALTERNATIVE 3

0.40 0.20 4.670 2.960 3.088

0.20 0.35 4.605 2.826 2.960

0.15 0.40 4.574 2.802 2.936

0.10 0.45 4.529 2.775 2.908

From the results of the plan in Table 4.2, it is not
practical that the second shift is operated only during some
of the month.

Table 4.2 Result of Production Plan for Year 1977
Alternative Number 2

MONTH IST SHIFT 2Nd SHIFT INVENTORY DEMAND
AMOUNT AMOUNT AMOUNT

1 6550.0 0.0 0.0 12575.0
2 17062.'5 0.0 2300.5 14762.0
3 17062.5 9979.0 0.0 29342.0
4 17062.5 8634.5 0.0 25697.0
5 17062.5 8088.5 0.0 25151.0
6 15856.0 0.0 0.0 15856.0
7 12758.0 0.0 0.0 12758.0
8 11117.0 0.0 0.0 11117.0
9 7837.0 0.0 0.0 7837.0

10 5650.0 0.0 0.0 5650.0
11 10467.5 0.0 79.5 10386.0
12 17062.5 0.0 8025.0 11117.0

To make the plan more realistic, the model was run again
by changing the second shift operation to be four hours of
overtime production and the results are given in Fig. 4.4
(the model was rerun only for alternative 2 since the other
two alternatives gave very much higher coat and were dis-
carded to save the computer time).

4
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The results of the modified plan give slightly higher
costs than the case of two shifts operation. But if the idle
capacity cost of the second shift is taken into consideration,
then the cost of allowing two shifts operation will be very
much higher than the cost of overtime operation. Further-
more, it is more practical to operate one shift throughout

the year and allow overtime during some of the months than to
operate two shifts some of the months and allow idle work-
force during most of the time.

The case where shortage cost is equal to 5 Baht per unit
is also considered and the results are presented in Fig. 4.5
for alternative 2, one shift operation.

*3.5
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0 Shortge cost* boht
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Fig. 4.5 Comparison of the results,
alternative 2, G:= 0

The model gives quite different results compared to the
original case with shortage cost equals 10 Baht per unit.
The optimal policy will decrease from 1(0) = 0.45 to
1(0) - 0.1 as the shortage penalty cost reduced from 10 Baht
per unit to 5 Baht per unit.

It is also shown that lowering the shortage penalty cost
will result in allowing more shortage amount during the years
which violates the policy of the firm and is undesirable.
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5. SUMMARY

It is important to realize that the study emphasized more
on pzoduction planning and future expansion of the firm for
four years period. It was not intended to cover a detail
study of the operating procedures, raw materials and in-
process inventory. However, some indication has been given
of the possibility of applying the linear programming model
to aid the managemett of small scale industry toward better
decision making.
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MANPOWER MANAGEMENT SYSTEM IN DESIGN OFFICE

WILLIAM F. SHEI

Standard and Code Division,

General Engineering Dept.
China Technical Consultants, Inc.
Taipei, Taiwan, R.O.C.

ABSTRACT. The purpose of this management system is
to provide the management levels with accurately and
timely reports which can let them to know what the design
office going on, and also can let them make decisions in
manpower management. Besides, we use reports of this
system as the project progress and manpower consumption
control. And further more, it will be used as the man-
power estimate basis of the future proposals for engi-
neering project.

This system actually is a manpower subsystem of mana-
gement information system in an engineering company, so
it is limited to the design office manpower management
only.

This manpower management system uses the CDC Cyber 74
as the tool of analysis and statistics of the design
office. First we design a system model as the basis of
this system. Then we set a code system to represent
different kinds of design work within this design office,
and also establish a set of procedures for filling out
the input data, to make sure that each input data is in
the right form. In the data processing side, we put
formulas in the program to analyze and summarize the in-
put data to become the output reports. In the meanwhile,
we also combine the other files to produce different
kinds of reports for different levels of management.
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1.0 INTRODUCTION

In the past few years, due to the quick development
among the Far East Asian countries, the manpower allocation
and performance evaluation has been looked as an important
phase in a company, especially in the design office where
wants high technique level manpower.

This article deals with manpower problems faced by mana-
gers of design office in managing complex task forces in
projects. The emphasis is on the implementation of a basic
manpower control system which is essential for most project
type design office. The system described here is designed
to integrate all of the functions in manpower control and.
be used for computerized operation. It also can provide
updated information to manpower management for decision
making and directives. A system approach to this manpower.
control for functional and project managers is developed.

2.0 MANPOWER CONTROL SYSTEM

The manpower control system in this article has been de-
signed to integrate the various functions of manpower mana-
gement into a unified system to constantly moniter, fore-
cast and report the manpower status of design offices and
projects in relation to the existing manpower.

All of these functions are interrelated into a unified
system as shown on the Functional Data Flow Chart, Figure
1.

The functions of manpower management can be separated
into work code, manpower control, data collection, trend
analysis, forecasting, reporting, and analysis. These
seven major functions will be explained in following
sections.

3.0 WORK CODE

The purpose of work code system is to establish a sys-
temized work code structure. It provides a logical break-
down method for the elements of manpower resources in a
project, so it is a positively identify system for these
element.
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The work code provides the means to collect project
manpower data at the detail levels and moves this data a
higher summary levels as required by the reporting func-
tions. It can be modified as required to suit specific
project reporting, project visibility requirements and
data collection techniques.

4.0 MANPOWER CONTROL

The purpose of manpower estimate control is to proper-
ly initiate and maintain an up-to-date manpower control
estimate for the project according to the work code.
This is accomplished by closely monitoring and incorpo-
rating manpower change authorizations. Manpower controlalso provide a documented record for job changes.

The manpower control system executes under three
different phases for each element in the work code
structure..

. The initial control estimate

. Approved change orders
The current control estimate

4.1 Initial Control Estimate

The initial control estimate is a detailed distribu-
tion of the job manpower according to the work plan and

the work code breakdown. It should be made so detail
as to permit direct comparisons between actual and es-
timate. The main basis of initial control estimate is
the detailed estimate made in proposed estimate, and the
historical manpower data also is an important reference.

4.2 Change Order

Changes orders are the only sources which will add or
reduce the initial estimate. The change order should
follow the formal procedure, and be approved by sponsor.

Unless the written approval is made by project manage-
ment and sponsor, no change is effected on initial esti-
mate.

4.3 Current Control Estimate

The current control estimate always represents the
initial control estimate, plus the value of all approved
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change orders issued to date. The project personnel
should record each change in job period to trace the esti-
mate changing.

5.0 MANPOWER TRENDING

Manpower trending is the method used to give early
visibility of manpower deviations dur.r.g the operation of
a project. So the trend is defined as any deviation from
a planned project manpower or schedule which can affect i.

the performance of the project.

The manpower trending report system provides the pro-
ject management with timely information regarding man-
power and schedule deviation from the approved project
plan. This information can be used to the manpower plan-
ning decision and future manpower estimate.

The basic trend program should be consistent on all
projects and follow the manpower trend report system. It
is desirable that all responsible personnel within the
projects initiate a trend report upon being aware of an
actual or potential deviation to the program plan.

The manpower trending system consists trend analysis,
trend control and trend report procedures, and is des-
cribed as follow:

-Trend Analysis is an evaluation of the deviation that
has been detected or will occur on a project. The analy-
sis is done to determine the manpower and schedule effect
of the deviation to date and project what the overall
manpower and schedule effect of the manpower estimate
will be at the end of the project.

-Trend Control procedure is the formal documentation
of a trend, and will form the manpower trend history for
a particular project file.

-Trend Report is the formal document for initiating
the processing of a trend. It is used as an input docu-
ment and also estimated the manpower increase or decrease
caused by the deviation, projected through the completion
of the project.
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In the past few years, the computer application in
design office has been developed so quickly that it
already gives a large impact in design work. This trend
should be trace carefully and to show what level it
already influenced in design work.

6.0 DATA COLLECTION

The data collection system is the focal point for
collecting all actual manpower as they occur on the pro-
ject. It is the input data center for the manpower con-
trol system and provides direct interface with all other
relevant functions in design office during project execu-
tion.

The purpose of the data collectie n system is to pro-
vide an efficient method to capture all manpower to date
for engineering activities. The raw data is analyzed
and assembled into different kinds of report and provides

actual to date data for management.

The project actual data for computer input consist
the cost center, employee's number and name, project
number, work code, work class, and the hours charged by
employee. In order to fill out the right input data,
some procedures have been issued. Each procedure has
stated as clear as possible for giving employee an easy
way to fill out report. And each report shall be approved
by project manager before send to computer center.

The schedule engineering will supply the estimated
project schedule at the beginning of project, and will
give the actual progress during the project is operated.

The final required input data for manpower forecasting
is the manpower of high possibility proposal which come
from planning engineering. This kind of proposal always
be studied carefully by sales department.

7.0 MANPOWER FORECASTING

Manpower forecasting are divided into two parts, the
first is project manpower prediction, the second is the
manpower forecasting of total design office. These two
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are netted together to form an effective manpower fore-
casting.

7.1 Manpower Prediction In Project

From the collected data of last section, we can ana-
lyze the project progress to date, the manpower to
achieve this progress, and an evaluation of the future
progress required to complete the project, and further-
more to predict the anticipated final project manpower.

The purpose of the project manpower prediction system
is to constantly analyze rinpower trends, actual manpower
accruals, project progress and provide an accurate pre-
diction for the manpower work to be done to complete the
project.

7.2 Manpower Forecasting of Total jesign Office

Combined manpower prediction in projects, manpower
needed for high possible proposals and the existing man-
power, many simulation methods can be used to forecast
the manpower needed in the future of design office.
This is an essential manpower planning of design office,
it will give the management level a good decision making
information.

8.0 MANPOWER REPORTING

The manpower reporting is the result of the integrated
manpower management systeml" it also is the product of
data processing in computer. The system will provide
pertinent manpower information to company management,
project management and supervisory functions. The report
system is a graphic distribution chart, it provides the
top-management a concise impression of reports distribu-
tion, and shows what reports will sent to whom. In
general, there are required three kinds of report, the
management level report, project level report and super-
visory level report.

8.1 Management Level Report

The management level report of design office include
the following and each report will be submitted monthly:
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Manpower prediction of design office for next two
years

. Manpower utility status report
* Project manpower summary report

8.1.1 Manpower Prediction of Design Office for Next
Two Years

rhis report is combined the graphic and numeric toge-
ther, to show the available manpower and the predicted
manpower load in future two years. It is a necessary
data for design office manpowee planning.

8.1.2 Manpower Utility Status Report

This report provides managers the manpower consumption
of last month. It brief states the percentage of pro-
ductive, R & D, estimating, and general manhours of each
division, it also presents the overtime and leaving

ratio of last month.

8.1.3 Project Manpower Summary Report

This report gives the general manager a brief status
of each project, especial the project progress and pre-
diction of manpower needed for completing each project.

8.2 Project Level Report

The monthly project progress and manhour consumption
report presents the major work code summary of each
project, it shows the progress of major group of work
codes, its manhour consumption percentage, and predict
to complete. The project manager can review their work
from this report.

8.3 Control Level Report

The control level reports include the register logs
of internal operation documents and the detail manhour
consumlption status. This control reports should be
detailed to each work code and be classified the grade
of manpower used in this code. It qives the department
a guide for manpower allocation to e|L project.
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9.0 PROJECT MANPOWER ANALYSIS

The purposes of project manpower analysis is to de-
velop a historical manhour data from project execution
into a unified system of data records which can be used
as a base of proposal estimate, trend estimate for all
future engineering design. In order to accomplish the
above functions, a serious of analysis methods should
be developed, and many kinds of result charts and tables
have been established. The general consideration are
MH per drawing sheet, M1 per square feet of drawing
sheet, M1 per major equipment, and etc. 'rhe data needed
for different kinds of estimating mehtod is the basic
consideration of result charts and tables. Therefore,
the data shall cover the detail, definite and module
estimating method.

10.0 CONCLUSION

The system as stated in the above sections from the
data flow chart to the description of each function is
an outline of this system. In order to operate this
system there are still have a lot of works to be done,
especial the coding system for this system.

Because this manpower management system actual is sub-
system of total project control system, and the project
control system is also a subsystem of integrated corpor-
ate MIS system, so every coding system should be consi-
dered as a whole corporate. Therefore, when developing
this system, one should consider the other important
phases in this corporate, and then combine them together
to become an integrated system in a corporate.
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THE OPTIMAL INVENTORY SYSTEM OF A JUTE MILL
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ABSTRACT. One of the most important factors concerning
the management of many jute mills is the type of raw fibers
used in manufacturing products. The primary reason is that
between 60 and 70 percent of the total manufacturing cost of
most finished products is attributed to the cost of raw
fiber. This paper attempts to find the optimal inventory
policy of the raw fibers for a jute mill so that the given
production plan of the mill can be attained at the minimum
inventory cost. From the given production plan, the economic
combination of raw fiber types required in each week has been
evaluated by a linear programming approach - then a dynamic
programming model of a raw fiber inventory system is formu-
lated so as to find the optimal inventory policy that pro-
vides the weekly raw fiber requirement to the mill at a mini-
mum cost.
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1. INTRODUCTION

Kenaf which is grown locally in the Northeastern provinces
of Thailand is the raw material for manufacturing gunny bags
and other related products of the jute mill under study. The
kenaf can be divided into three quality grades namely A, B
and C, with A being the highest quality. From previous
records, large price fluctuations are typical for the jute
trade, and the prices of the jute have been forecast [4] and
shown in Fig. 1. The raw fibers fed into the mill will be
graded again according to their quality into six grades, each
of which is called "in-process material". They are R2, R3,
SC, R4, R5 and RTC (ropes, tangles and cutting). From the
previous records the expected compositions of raw fiber types
are summarized in Table 1.

Table 1 The Compositions of Raw Fibers
in % by Weight

R2 R3 SC R4 R5 RTC

A 42.56 35.20 14.04 6.20 - 2.00

B - 37.78 14.80 30.72 14.70 2.00

C - - - 56.07 40.65 3.28

These in-process materials are combined together in some
fixed combinations (see Table 2), while passing through the
production processes, to become one of the four in-process
products. These in-process products are heavy yarn, light
yarn, hessian and twine. Finally, these in-process products
are again combined with each other in other fixed combina-
ions (see Table 3) to produce the finished products. These

finished products are heavy cee, hessian, twist and twine.

Table 2 The Composition of In-process
Products in % by Weight

R2 R3 SC R4 R5 RTC

Heavy Yarn - - 10 50 20 20

Light Yarn - 80 20 - - -

Hessian 90 10 - - - -

Twine 70 30 - - - -
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From the given production plan of the finished products
(see Fig. 2), the required in-process products to be produced
in each week so as to cope with the plan are computed by
using Table 3.

Table 3 The Composition of Finished Products in % by Weight

HEAVY YARN LIGHT YARN HESSIAN TWINE

Heavy Cee 55 45 - -

Hessian - - 100 -

Twist 10 90 - -

Twine -- - 100

The weekly requirements of in-process materials are then
computed by help of Table 2.

Finally, from the weekly requirements for in-process
materials, the optimal combination of raw fibers to be used
in each week can be obtained from a linear programming (LP)
model which will be formulated later. Before going into the
details in formulating this model, it is quite helpful to
discuss briefly the concept of linear programming.

Linear programming is a quantitative technique usually
used in solving certain classes of allocation decision pro-
blems. Dantzig published his first paper on the subject in
1947. Since that time progress in the field has been rapid.
The first applications were military in nature, but it was
not long before it became apparent that there were important
industrial applications as well.

Essential for a linear programming model is the require-
ment that the expression showing each of the restrictions
should be linear with regard to each of the activities in
question. Similarly, the expression that shows the relation
of the activities to the objective function must be linear
with respect to the activities. The iterative procedure
kncwn as the "Simplex Method" is normally used to obtain the
solution to a linear programming problem, for it saves compu-
tational effort and is well suited for use in digital compu-
ters.
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The mathematical statement of -A general form of linear
programming is the following. Find the decision variables
X i which optimize the linear objective function,

jn

z= c xj (1)

j=1C

subject to a set of restrictions which are referred to as
constraints or restraints,

n
E aijX =,)) bi; i=l, 2, ... , m (2)

j1i

and X 0 for all j=l, 2,..., n

where iL each constraint of (2) only one of three symbols <,
=, ' appears. The coefficients aij , bi and c are given as
constants.

Once the linear programming model has been developed,
what is referred to as the simplex method is used in deter-
mining the optimal (minimum or maximum) value of the objec-
tive function subject to the constraints involved.

2. FORMULATION OF LP MODEL

In any week, let Qi = the quantity of raw fiber grade i,
to be used in the mill, Tons,
i = A, B or C

C. = unit cost of raw fiber grade i,
i Baht/Ton

D = requirement of in-process material
grade j, Tons, j = 1, 2,..., 6

P ij the percentage of in-process

material grade j, in raw fiber

grade i

The objective function of this model is to use the raw
fibers so as to meet the given requirements for in-process
materials in the corresponding week at the minimum cost,
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i.e., Objective function:

Minimize Z - ZCiQi; i-A, B and C

Subject to the constraints:

Qi ij D

where, i-A, B and C; j-l, 2,..., 6

From the weekly requirement for in-process materials Dj,
that is computed previously, the unit prices of raw fibers
(shown in Fig. 1) in the corresponding week and also the com-
position of each raw fiber grade obtained from Table 1 are
then used as Ci and Pij respectively in the above LP model.

The model is then solved by using the subroutine called
"Optimization" which is available at the Regional Computer
Center in Asian Institute of Technology (A.I.T.). The most
economical combination of raw fibers to be used in each week
can be obtained from this model and is shown in Fig. 3.

3. FORMULATION OF AN INVENTORY SYSTEM FOR THE RAW FIBER

From the weekly raw fiber requirement to be used in the
mill (see Fig. 3), there must be an optimal inventory system
that will provide enough raw fiber to the mill at the minimum
inventory cost. In order to find this optimal inventory sys-
tem, a dynamic programming (DP) model will be developed as
follows,

The assumptions of the model are:

1. From a given production plan, the weekly require-
ment of each raw fiber type can be computed, and is assumed
to be a deterministic demand. It is also assumed to appear
at the beginning of the week.

It is in the package called "Subroutine Library-Mathematics
(SL-MATH)"
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2. Orders are received instantaneously, and since the
lead time in the procurement of raw fiber is relatively
constant, it can be treated as a known and constant leadtime.

3. The cost of ordering per procurement is the same
regardless of the order size.

'. Since the prices of raw fibers vary seasonally, in
this model variable item cost will be considered. But the
prices do not vary as a function of ordered quantity.

5. Only one type of raw fiber is considered at a time,
in order to decrease the decision variables in the model.

6. Since the storage capacity of the mill is very high,
it is assumed that the space as well as handling capacity and
capital9will not limit the amount of raw fiber bought and
stored.-

7. At any time, for a given price of the raw fiber,
there must be enough raw fiber to be purchased by the mill.

8. Since the raw fiber is the most important component
in the jute mill industry, without it the mill has to stop
operating, which causes a very big loss to the mill therefore
in this model the shortage of raw fiber is not allowed.

9. At the beginning and at the end of the planning

period, the inventory level of the raw fiber is zero.

The tollowing symbols will be adopted in the model:

D. - the requirement for raw fiber at the j week,
J Tons

C. - unit cost of raw fiber at the jth week, Baht/Ton3
i - interest charged for capital investment in percent

per week

C - ordering cost, Blaht/Procurement

2

The constraint of storage capacity will be checked after
getting the results.

'i~"<*73: -
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C -holding cost, Baht/Ton/Week

L -inventory level of the raw fiber at the beginning

of the 1 th cycle, Tons
th

W - the week that the i cycle begins

Q- procurement quantity in the i th cycle, Tons[
th A

NT - the number of weeks in the i cycle
i thi

TO - total inventory cost in the i cycle, Baht
th

cc~ - carrying cost in the i cycle, Baht

I -inventory level of the raw fiber at the j thweek,
Tons

According to the assumptions of the model, the resulting
inventory procers may be represented graphically as in Fig.4,
and the model can be formulated as follows:

PC. O

C. i% NT. 5 3- (W+NT.)
Oci C X1 + -- 77 (1+)' -}X(l+i)

W +NT I-
i 1

where, I.= I; for 1 0
j=wi

In any i cycle, I. can be computed from

W +k

I w+k L . + Q - jEWD k0O, I,-., (NT.-1)

Then, TC C + PC +00c
1 0 i i

The objective of this model is to minimize the totail
inventory cost fa~r the whole year (N cycles),

i.e., Minimize TO E TC1
i=I.
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Fig. 4 Deterministic Inventory Process
with Instantaneous Replenishment

Subject to the demand constraint,

N 52
Z Qi Z D
i=1 j =l

This problem can be formulated as a dynamic programming
model as follows:

If each of the procurement actions is a stage, there will
be N stages in the model starting from the last procurement
action of the planning period (stage i) to the first one
(stage N).

Let W and L - the state variables of stage n
n n
Q and NT - the decision variables of stage n

TC- the immediate return function of
n stage n

f (W nLn,Qn,NTn) - the cumulative return function of
n n n n n stage n

f* (WnLn) - the optimal cumulative return at
n-i n-i n-i stage n-i when the state variables

are Wn 1 and L
n-i n-i

-736-
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The recursive relation of this model is

f (Wn, L Q ,NT) TCn + f*- (W-lLl)

and, f*(Wn Ln)- Min. f (Wn Ln Qn NT)
-4n ,NTnn Q N nn n

where,
Wn-i Wn n

W +NT -1
n nL 1 - Ln +Q - D

n

0 k Qn 4 D; (D - annual demand)

0 4NT 4 52n
I W 452n
O L D

Initial states at the first stage,

f*(W1,L1)= Min TC

where, WI + NT W53

and LO = L I + Q1 - E D 0

Initial states at the last stage,

W = 1, and L, W 0
N

From the above model, a computer program using FORTRAN IV
language is written so as to find the optimal solution of the
model. The program listing and its flowchart are shown in
the Appendix.

Inputs to the computer program for inventory model

The input parameters used in the computer program are
listed below:
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CO - ordering cost, Baht/procurement [4]

C11 - holding cost, Baht/Ton/Week [4]
th

COST(J) - the price of raw fiber at the j week,
Baht/Ton

th
DEMAND(J) - requirement of raw fiber at the J week,

Tons

NF - the number of stages (procurement actions)
desired in a year

Outputs of the computer program

The outputs obtained from this program are the optimal
total annual inventory cost of raw fiber, and the correspond-
ing procurement policy which will inform when the raw fiber
should be purchased and in what quantity.

According to the optimal production plan (see Fig. 2), the
economical requirements for raw fibers in this plan are com-
puted (see Fig. 3) and fed into the inventory model, together
with the weekly prices of raw fibers. The optimal procure-
ment policy for the given production plan is computed and
shown in Table 4.

Table 4 Optimal Procurement Policy for the Raw Fibers

GRADE A GRADE B

Procurement Week of Procurement Week of
Quantity Procurement Quantity Procurement
(Tons) (Tons)

561 1 1328 1
561 8 2391 7

2642 15 6957 18

Total 3764 10676

Cost (Baht) 20,639,536 55,880,784

Total Inventory Cost (Baht) 76,520,320
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4. CONCLUSION

The models developed in this paper have been shown to be
useful when applied to the jute Aill industry. The DP model,
used in finding the optimal inventory system for raw fiber,
considered the variation in the demands and also the price
fluctuation of the raw fiber to be included in the model.
It is not feasible in this paper to describe fully the esti-
mation of the parameters useJ in the models. However, com-
plete descriptions can be found in E4].
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APPENDIX
Computer Flow Chart for Optimal
Inventory System of Raw Fibers

Enter Data.

Problem Initialization

Determine Cumiulative Unfilled
Demand and Solution Intervall

nalI

es

Ft in imm Value

Copt eiiaVrals

De 4sio



atMinimu Vae

[S e Decision Variables1
at Minimum Values..

No Vari ables
Satisfy the

Yes

UigOpt imal Results
-from Previous Stage]

SIt Optimal? .

Store It and 
the

Corresponding
Decision Variable s

Incremenit-
LDecisi~on VIa

Seso Variables No
< aM aximum Values ?

-741



Yes
StState Variabl~eis

at;the Initial Vles

etDecisionVaibe

Noiso Variables

Optimal De iion s

Prtrint 
t e Rs lt

oStopnt

-at 74ty 
t-



27

LuMMUN UL~u6q~iL!,

L.. 1IKubLEM ANIIhALI&AIliv

uA rA /t-LUU.*lUUUUUUiU.t,/
L

kcAuI~,1uI) NAML

K uAOJ91) 2 U1NAN

Ou I . 1,

WRIILtt,4A2) LLTti,- s.
2 LuN4I INUL

NF =.

L.... bIi~~
L.. U.itMiNW) LU.Nt-LLtLi ULMAN&' Al WI:LK% N'W l(UNS

C....Ll ! LUIIIfO INILfAVALO1UZlO
L

2 LJX16U.0

oIAlJNul)IP~m4 1NW 1
3i LU.NTINUL

LUU 4 1CIV4

4 CUNI LNuk

-743 -

S'



N\L1 AAZ'UlIa't.14 INW I/ Li It
ItL fIhAA-iLhAA *

I)-0%UMAA, IUU ot~h~l

L
L. 6 a. I-iNL LAOA(iL VAILUL.a dwW LLI4v~t

LJU 0 NLuP: I ,tNLUMAX
.%iL-iLU-I

N I =..a-NW

It rL11 I NWtNLLP )-(%I
LUI,#I INWJ

Ut- lilt .,&LAI 'A~L Uzpl;*U u$IINAL
iKtW~LIb LdiLM IaiL JLV1wU~S b~IAGL

L, V NLL)-1,NLUMAA
N L NLU- I
A =L I*NL

Il~d %XL=#WNMA^/t. 1*4

DU LU N6U=,'IVMAh.

NILJ4AAZLDN-LLMN1IW)/C1*1 .1j

f NILUNIL*1
(-ALL S1AbLP~(NWMXi.QNvNIt6A1N)

FI- LiL N*dtWN)I-NWN1

11 & UNI IfNaII
I I;LUININUL

(.I INU
LUNTINUL

Lll I INUI:

-744-



I..*tANO Oil JMAL PuLjV ji h Imt ~ IN 4 11 AL

114.

NL - NL

Q~IIMA-U1IU 6M ( %,W) -AlI
f4L MAMJU'.iNtAA /L I *.
N I tom M~ J NW

14..=iNju- I
%,N-L I *Nw

-\N1LBAA+C'N- utd1.LM(l1)-UN 41LLMIWI)

NlMAA&IdJLM0-tis bL I$I4z

1t (h1L.kI.NII.MAAI tt) IL 1'.
N1LL,&L1-A+ .1
LALL AGNthAIt4IIhh)

1i-(1.L.FU3~m#tNdW9NLUI) tbu 1U 13

WNU(rN- INLU)WN

1.2 CUO 10NUl
12 LNIiy

L
L.. 1KLt tiILu1 IP1A LjlNl

144 1W' N
NLwNLO-

N1L'X(jNtN 1/LI

NLOr-NIL*1
NV,=N1 W

15 LUN11NUt

-746-



u7~

ILI1 FulMAT I..LA4)

~.uj FUkAT(i6X,'(DUEKING LUllt!bX99HULUlNG$ LlA!TJ*,X#'IlV)LKVALs,7 qXFV.,.&U EkiA11 ,6X,'U&1j~t 1i~I

&0 4MI ~ $ H I AL P U U L k i P ~ i f

3 XNKWNLNAJ

A&l ~kA~l*

K=O~*
LE&.zNNWbOT
m~=xlt
bA~l2;O.U

to NTI. 53-NW-T?

*Lt*bARi

RElUkI
END)



APPLICATION OF MODELS IN ESTIMATING THE QUALITY

COST FUNCTION.

1. A new division of quality costs.

The application of statistical models in control-

ling the quality costs of a product is not common

at the moment. In my opinion, one of the main
reasons for this is the traditional division of

quality costs into the following components:

1. Prevention costs

2. Appraisal costs

3. Internal failure costs

4. External

From a model point of view, this division is not

useful, because there is no clear relation be-

tween "the management controllable costs" (= 1.
and 2.) and the result of the quality control,

i.e. "The failure Costs". In this paper I will use

the following division:

1. Prevention costs

2. Appraisal/inspection costs

3. Direct failure costs

4. Indirect failure costs

a. Internal failure costs

b. External failure costs

The direct failure costs are the failure costs in-

curred at the moment when a failure occurs.

The indirect failure costs are the extra failure

i -747-
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costs incurred because the failure was not dis-
covered in the processwhere it happened. An examp-

le will clarify this division: A factory produces

color-T.V.-sets. If a defective picture tube is

manufactured the direct failure costs are rework

or scrapcosts after the process which produced the

defective part. If the defective part is not dis-

covered after the relevant process extra failure
costs are usually incurred. If the defective part

is discovered only after assembly of the entire

T.V.-set it is usually more expensive to rework

the defective part (if rework is possible), than

it was after the process which produced the defec-

tive part. If rework is not possible, it is ne-

cessary to scrap the defective picture tube, and

it is evident, that scrapcosts are higher, if the

defective picture tube has undergone one or more

processes after the process which produced the

defective part. All these extra failure costs are
indirect internal failure costs. If the defect is

not discovered in the factory, the customers are

certain to discover it, and this means extra

failure costs, such as transportation costs,

"loss of goodwill" and "loss of reputation".

These extra failure costs are the indirect exter-

nal failure costs (Harrington, 1976, uses the term

indirect costs as the "invisible costs", i.e.

"Loss of Goodwill" and "Loss of Reputation"). A

consequence of the division proposed in this paper

is that there is a clear relation between manage-

ment controllable costs and failure costs. If the

appraisal costs are increased, the indirect

failure costs will decrease. If the prevention

-748-



costs are increased a decrease in the direct

failure costs may be expected. Models of these

relations will be shown in this paper.

2. Models of the relation between inspection-

costs and indirect failure costs.

The well-known economic condition for inspection

of any lot is shown in (1) below:

nnC1 > n I -n7TC I n_

I

. where
wn 

Sample size

wr = The defect proportion in the lot

CI = The indirect failure costs per defec-

tive unit

I= The unit inspection costs

According to (1), the most economic decision is to

inspect the whole lot, if the defect proportion is

greater than the proportion between the unit in-

spection costs and the indirect failure costs. If
the defect proportion is less than the proportion

between I and CI, the most economic decision is

"no inspection".

2.1. Costmodels used in optimizing inspection of

lots in any productionprocess.

The economic condition in (1) is so simple that,

apparently, there is no need for any models.
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The problem is however that the defect proportion

is a random variable, which has to be estimated

before a decision cars be made. It is necessary to

make an inference about the defect proportion.

According to sample information, one of the

following hypotheses must be selected:

O11 0 1r<7r 0 . : n> ltO

where
I =- (= the indifferent (2)0 o CI  quality level)

If 110 is accepted, the lot is also accepted, and

there is no need for further inspection. If 110 is

rejected, the lot is also rejected, and the whole

lot has to be inspected.

If it is almost one hundred per cent certain, that

Io (or 11I) is true,inspection can be made without

any sample information. So the decision problem

for any lot is to choose one of the 4 decision
alternatives in fig. 1.

Fig. 1: Decision alternatives for any lot.

,.ow -0 Alternative 1

S1% [i to1- Alternative 2
N loOinspection

1O)r~ctI NOn* Alternative

S 0- Alternative 4
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If the random sample is a single sample plan, the

criterion for rejucting 11 is a sample containingO0

more than c defective units. The sample size (=n)

and c are found by minimizing the cost function

in (3):

C (n, c)= nI+ (N-n) iC I Pr (X<c) + 111-n) I Pr (X>c)]I f (i)

C
= nI +E[ (N-n)iC I F Pr(X--x)

it x=0
n

+ (N-n) I F Pr (X=x) I f(71) (3)
X--c+l

where:

N = The lot size

X = The number of defective units in

the sample

f(r)= The probability distribution of the

defect proportion it

(Nit HN'-Nii)
Pr(X=x)= N (= the hypergeometric

Q distribution)

l<n<N

O<c<n

The minimizing of (3) is easily done by means of

a computer.

Minimum of (3) should be compared with the et-c

ted costs without sample inforwation (n=0):

NitC f(it) = N C E(ir) (4)
it I I

and the optimal solution is easily found.
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The costfunction (3) is used when f(T) is a

discrete probability distribution. For convenience,

the costfunction with f(T) as a continuous proba-

bility distribution is shown in (5):

c
C(n,c)= tnI+(N-n) iC I F Pr(X=x)

x O

n
+(N-n)I F Pr(X=x)] f(iO)d7i

x-c+l

c I
= nI+CI(N-n) F f rPr(X--x)f()di,

x=0 0

n 1
+ (N-n)I E fPr (X=x) f (ir)dr (5)

x=C+l 0

2.2. The relation between inspection costs and

indirect failure costs, when inspectinq lots

for one quality-attribute (inspectio in on=

productionproces.

A product (or the components of a product) usually

undergoes several productionprocesses, and in every

process failure may happen. Some of the failures

are of no or minor importance, and some are im-

portant. The direct and indirect failurecosts are

measures of the importance.

From (1) it follows that both the indirect failure

costs and the inspection costs are linear func-

tions. The relation between these costs for one

quality-attribute is easily found, if the defect

proportion is known. The construction of the re-

lation is shown in figure 2.
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Figure 2: Construction of the relation between

the inspection costs and the indirect

failure costs for one quality-attribute

(process).

Figure 2a:The inspection and failure costfunctions

N Ci~ 71 '

4 .4

x)~ %%3-

NI 2

OP 1
N

CA=n I = The inspection costs (appraisal costs)

FI=N C I I(l-n/N) = The indirect failure costs

Figure 2b; as function of C
A

6 .

2-

3.i 2 1 2
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2.3. The relation between inspection costs and

indirect failure costs for lots of finished

products (several productionprocesses)

Construction of the function showing the relation

between inspection costs and indirect failure

costs for lots of finished products is easy, if

the following factors are known:

ir = The defectproportion in lots

from process no. i (i=l,2,3...L)

Ci The indirect failure costs

in process no. i (i=l,2,...,L)

I. = The inspection costs per

unit in process no. i (i1,2,...,L)

N= The lotsize in process

no. i (i=l,2,...,L)

The product-cost-function is built up from the

costfunctions in the individual processes.

4 examples are shown in figures 3-6.

Because of the great number of processes which

are usually necessary, when producing a product

(for example a T.V.-set), it is useful to have

a computer to construct the product-cost-function.

If process-control-charts are used in the indi-

vidual processes, the information about the

defectproportions can be obtained from these

controlcharts. If controlchart information is

read by the computer, the construction of the

costfunction can easily be automated.
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Figures 3-6: Construction of the relation between

the inspection costs and the indirect
failure costs for a product withL
attributes (processes) :

Figure_3: Example 1

Figure 3a: The costfunctions of the individual
processes (L=6 processes).
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Figure 3b: The product-costfunction
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Figure 4: Example 2

Figure 4a: The costfunctions of the individual
processes (L=5 processes)
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Figure 4b: The product-cost-function
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Figure 3: Example 3

Figure Sa: The costfunctions of the individual
processes (L=5 processes)
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Figure 6b! The product-cost-function
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Figure 6: Example 4

Figure 6a: The costfunctions of the individual
processes (L=5 processes).
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Figure 6b: The product-cost-function.
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Compared with (1), the following deductions can be

made:

dF I
1. If d--- < -1 It is economical to continue

A inspection

dF I

2. if I > -1 It is economical to stop
dC~ A inspection

dF I
3. If dC A -1 The inspection costs are

CA equal to the expected indirect

failure costs

If the defect proportions (ni) are estimated from

controlcharts or from other sorts of information,

sample information from the lots is necessary when

dFI/dCA is near -1.

Sometimes the hyperbola (Frey, 1976):

F E) (6)
I CA

where 0 is a positive constant

is proposed as a useful model, when the optimal in-

spection level has to be determined. In this model

the optimal inspection level is the level, where

C A=F I

In fig. 3-6 0 is estimated as (i)

(1) This is a ML-estimate when the conditional pro-
bability distributien of F, is:

CA  A Ff(FIICA) = A --

-759-



E~ F C
Ii Ai

(7)i

where

(CAi ,Fji) are the co-ordinates where the

individual proces-cost-functions

are connected ("Sample observations")

Only in fig. 4 is the optimal inspection level

found by means of the hyperbola. In fig. 3 and

fig. 5 the hyperbola-solution is near the optimal

solution, but in fig. 6 the hyperbola-solution

is far from optimum. From these examples it is

clear that approximate models must be used

discriminately.

2.4. An example where the indirect failure costs

are expressed as a function of the produc-

tioncosts.

For certain products, the indirect failure costs

are equal to the production costs in the processes

between the process, where the failure happens,

and the process where the failure is discovered.

This is the case where failure makes it necessary

to scrap the product. For products which are built

up of many components, this assumption may be

realistic for one ore more components. Perhaps

this assumption is realistic for the main product

as well, if it is too costly to rework the final

product ?

It is assumed in this example that if failure is
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not discovered in the process where it happens, the

failure will not be found before the finished pro-

ducts are tested at the earliest. If the failure
is not discovered in the final test, a customer

will find the failure, with extra failure costs as

a result. The following notation will be used:

N = The lotsize produced in

process no. i during the

control periode (i=l,2,...,L)

f i = The defect proportion in

process no. i (i=l,2,...,L)

qi = ni/N i = The inspection-

proportion in lots from

process no. i (i=l,2,...,L)

nL+l = The defectproportion of the

finished products before

the final inspection

q = The inspection-proportion when

inspecting lots of finished

products

a = The averaqe extra charqe per

indirect failure money unit

when a failure is discovered

by a customer

P= The production-unit-costs in

process no. i (i1,2,...,L)
- 761 -
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L
P Y P. the production-unit-costs

i=L
for the finished product

L

V = Z Ni P. = the value of the pro-
i=l
duction in the controlperiod

measured in productioncosts

i
F. Z P./P = the degree of comple-

1j=l j

tion of the product after proces

no. i (i=1,2,...,L)

with this notation the indirect failure costs of

the control period (2) can be expressed as:

L
FI = N i i (l-qi)P(l-Fi)+

NL ITL+ 1(1-qL+) (l+a)V (8)

If

N =N = NL = N

the indirect failure costs can be expressed as:

L
FI = V [ E t. . _(l-qi)_(l-Fi)+

i=l 1

7 L+(1-q L+l)(l+a)] (9)

(2) It is to be noted that failure may be discove-
red by the customers later than the control-
period, so the external failure costs may
"come to the surface" in a later period too.
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The inspectioncosts of the controlperiod can be.-

expressed as:

L+1
C = E Ni qi Ii (10)

i=l

where

NL+l NL

L+1 = inspection-unit-costs when inspec-

ting the final product.

If

N1 N 2 N L N L+1 N

The inspectioncosts can be expressed as:

L+1
CA = N E qiIi (11)i=l1

The simple economic condition for inspection of

any lot, which was shown in (1), can be expressed

as:

I7

i (1- i )P(12)IL+1

TL+l - (l+a)P

It follows from (8),(9),(10) and (11), that F and

CA are linear functions of the productionsize, if

{qi } are held constant.
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The fraction, S, is:

cA
S = CA (13)V

is a measure of inspection intensity. If S is

raised, it may be expected that the growth in the

indirect failure costs will be less than linear,

when production increases.

If it is assiwhued that:

L A
X1 ,i(l-qi) (l-Fi)+,,iL+l(1-L+I) (l+a) = (14)

where

0A Is a positive constant

(9) can be expressed as:

F1 = 0 A = V " (15)
CA

V20A
CA

which is the hyperbola model introduced in (6).

(15) can also be expressed as:

F I  
0 A (16)

which is a model showing these indirect failure

costs as a fraction of productionva ue.

The parameter in (15) and (16) can be expressed

A-764-
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3. Models of the relation between the prevention

costs and the direct failure costs

In section 2 of this paper it was shown how mo-

dels could be used in controlling the inspection

costs (=CA) and the indirect failure costs (=FI).

These models must be used in connection with models

of the relation between the prevention costs (=CP)

and the direct failure costs (=FD), because the ul-

timate objective of quality control is to minimize

the total quality costs (=C):

C = F I+F D+C A+C P18)

The minimizing of (18) is not easy neither in

theory nor in practice. The problems are due to

the fact that the defectproportions in any process
are determined through the use of prevention costs,

and as a consequence both the indirect failure

costs and the inspection costs are dependent on

the prevention costs. The principal relations are

shown in fig. 7.

-766-
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Figure 7: The relation between CPFDICA and FI

in any productionprocess.

Figure 7a: The relation between if and Cp_

,r

0,25
0,20
0,15 .

IT t 0,1

] 2 3

Ift = The lowest obtainable defectproportion

with the technology used.

it = The defectproportion

Cr = The prevention costs

Figure 7b: The relation between F and Cp

FD

FD = NiC D  The direct failure costs

N = Production size in units

CD = The direct failure costs per defectiveunit

t =Nit C = The lowest obtainable direct fai-

lure costs with the technology

used
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Figure 7c: The relation between FI,CA andCp

'

CVC

NI A

F, = (N-n) C, = The indirect failure costs

CA = The inspection costs
n = The inspection size

I = The unit inspection costs

It is assumed that the defectproportion is 0.25,

which is the result of prevention activities at

Cp=l. When Cp is increased from "l" to "2", the

defectproportion decreases to about 0.18. Because

of the linear relationship between the defectpro-

portion and the direct failure costs, the latter

will decrease, following the same pattern as the

defectproportion, which is shown in fig. 7b. The

consequences for the relation between the inspec-

tioncosts and the indirect failure costs are shown*

in fig. 7c. The decrease in inspection costs fol-

lows because it will be less economical to inspect

the lots.

Besides the principal relations shown in fig. 10,

there is another and perhaps greater problem with

prevention costs. The prevention costs are the re-

sult of a number of different preventionprograms,

which all have the purpose to decrease the defect-
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proportion or to prevent an increase in the defect-

proportion. Examples of preventionprograms are:

1. Education

2. Training

3. Implementation of process controlcharts

4. Implementation of QC-Circles

Figure 8: The principal relation between alter-
native preventionprograms and the
defect proportion in any production
process.

0,10.

0,05-

I

P1  p2  p3 9 P4 12i Pj s1 cp

P. = preventionprogram no. j (j=l,2,3,...)J

The preventionprograms cost a fixed amount to

carry out as shown in fig. 8. Besides, the results

are not known in advance, and when a prevention-

program is implemented (for example P2) it is not

known if there may be programs which are more eco-

nomical to implement. The choice and implementa-
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tion of prevention programs presupposes hard
efforts to find the dominant causes of defects,
where the possible causes are (Juran, 1968,p.11-12):

1: Men

2. Materials

3. Methods

4. Machines

5. Management

In view of all the difficulties involved, it is

perhaps preferable to use simple equations as (1)

instead of more complex models. When evaluating

prevention programs an economic condition for

implementing a prevention program, P., is:

N[ (1IPj) (CD+CI) + IAq])>(ACpPj) (19)

where:

(AIPj) = The decrease in the defectpro-
portion caused by prevention
program P..

J
= The decrease in the inspection-

Aq proportion

(ACpIP.)= The increase in prevention costs
caused by preventionprogram Pj.

(18) can be expressed in the simpler way:

( J- D -IAq (20)

which shows how much the defectproportion has to

d crnazt for the quai ty program, Pj, to be
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economical.

3.1. Two examples where the direct failure costs

are expressed as a function of the production-

costs.

In the notation used in section 2.4. if this paper,

the two examples use the following direct failure

costs (=CDi) when a defective unit is produced in

process no. i:

Example 1: CDi = Pi (i=l,2,...L)

Example 2: C = Fi P (i=1,2,...L)
Di

In example 1 the direct failure costs are equal to

the production costs per unit in the "failure-

process", and in example 2, the direct failure

costs are equal to the accumulated production

costs. In complex products, built up of several

components, perhaps example 1 is realistic for

some components, and example 2 is realistic for

the other components.

It is further assumed that:

N1 = N 2 = N3 ... = N = N

3.1.1. Example 1

Given the above-mentioned assumptions, and the

notation used in the previous sections, the direct

failure costs of the control period can be ex-
pressed as:
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IL
FD  = Z NiP 1. 21
D iE Ni (21)

L
=N E P.

L P L P.
Ni = V - (22)

If there is a defect level (=nti) determined by
the technology in one or more processes, it may be

useful to reexpress. (22) as

L P. L P.
FD= V E Tr + V E IT (23)i=l P ti - (iti

or: P.
FD = V 0 + V E (I _n) (24)D =i i-ti

where

L P.
t = ti a parameter, determined by

technology, which is equal

to the lowest obtainable

direct failure costs per

production-unit-cost. (25)

If it is assumed, that:

L P. 0p
1 = i P (26)

i=l Cti /V

(3) )t is different from the usage in fig. 7.
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(22) can be reexpressed as

0

F V IQ + V E
D t CpV

V (0 + P (27)

Cp7V

where:

Cp L P.
CP = -- (i - t) (28)V i P i ti

The relation between the prevention costs and the

production value (=Cp/V) is a measure of the
strength of the prevention activities (4). if this

measure is increased, it is assumed that one or
more defectproportions will decrease in such a'way

that 0p will remain constant. It is further seen

that (27) is a hyperbola, which can also be expres-

sed as:

D = t + C- (29)V t c/

The parameters of this model, as well as the para-

meter in (16), can be easily estimated and con-

trolled by standard statistical methods. One of

these methods has already been shown in (7).

(4) Perhaps Cp/Vx , where x is a positive parameter,
is a better measure in some instances.
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3.1.2. Example 2

Given the above assumptions, the direct failure

costs can be expressed as:

L
F = Z NF.P r. (30)

L
-V LF. 7. (31)i=1 1 1

L L
-V Fi Ifti + V E Fi(Oi- fti )i=1 i=1

or L

FD = V (t + ViE1 i (T i-'nti) (32)
i=1

where L
0t =  Z F. 7ti (33)i=1

If it is assumed that:

Cp L
PP - V i iti- ti) (34)

i=1

(32) can be reexpressed as

FD = V(Ot + P)(35)

which is the same hyperbolamodel as (27). It must

be recognized that the parameters of the models

are not the same.
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4. Optimization of the total quality costs

If the hyperbolamodels introduced in the previous

sections of this paper are valid, (17) can be

reexpressed as

v(P - + v A + CA (36)

Minimizing of (34) is complicated, because the

two hyperbolamodels are dependent. The parameter

0 is dependent on the strength of the preventing
Cp

activities (= -V). When Cp/V is increased OA will

decrease. If the two models were independent it

is easy to find the optimal solution through par-

tial derivation:

6C 6C

"Optimal" Cp = V / (37)

and

"Optimal" CA = V 0v'A (38)A A

These "optimal" values are shown in figure 9 and

figure 10. These values are practical start-values

when optimazing C.
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Figure 9: A principal draft of FD/V_=0 + -

AFD/V

k 
5

4, I

Cp/V

"Optimal"
C2/V

Figure 10: Some principal drafts of F /v-V A

A'

Otima CA/V i Where - = __:,
p An i v v A
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When more preventionactivities are used, i.e.

Cp/V is increased in relation to /%p, you "lose"
money in fig. 9, but you "gain" money in fig. 10,

because 0 is decrea'ed. The economic condition
A

for continuing the increase in C /V is:

d/OA d(FD/V)
2< d(Cp/V) (39)d (C p/V) - d (Cp/V

There is no attempt in this paper to express a

mathematical relation between 0A and C p/V. In

practice "trial-and-error-methods" may be used

with (39) as a guideline.

S. Conclusion

From a new division of quality costs it has beer.

shown how models of quality cost functions can be

constructed. The examples shown may be or may

not be realistic in practice. Further research is

needed in constructing quality cost models with

this new division. It is my hope that this new

division of quality costs will give management a

better possibility to control "Faults of the Sy-

stem" in an economic and scientific way (Deming,

1975, p. 3):

"No improvement of the system, or any reduc-

tion of special causes of variation and

trouble, will take place unless management

attacks common causes with as much science

and vigor as the production-workers and engi-

neers attack special causes".
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GENERATING CORRELATED RANDOM VARIABLES

KIM ANDERSEN

Department of Operations Research
University of Aarhus
DK-8000 Aarhus C,

Denmark.

ABSTRACT. Working with stochastic models we usually make
the assumption, that the stochastic variables are mutual in-
dependent. This assumption is made mainly because it is
much difficult, if not impossible otherwise. Especially in
many cases we even can't define the joint distribution for
two stochastic variables w -q a given marginal distribution
and with a given correlat.o.i between the variables. However,
the assumption of independence is not always true, and a
possible correlation between some of the stochastic variables
may have a great influence on the results. This paper shows
how to define a two dimensional stochastic variable, where
the marginal distributions are uniform but with a given cor-
relation between the variables. By use of this we obtain a
very simple way to generate a sequence of random variables
with a given marginal distribution and a given correlation
between two consecutive variables.
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List of Corrections

for

GENERATING CORRELATED RANDOM VARIABLES

by

KIM ANDERSEN

Read: Instead of:

vi+ v <h vi +v i+ <h

0<h<1 0 <v <1

0 <v_ <1 0<v. <1

0 <v. < 1 (2.2)

In formula (3.10) c is an integer, such that 0<c<n.

w. +w <2n-2-c w. +w <n-I-ci i-i-- 1. wi-I

2n-2- c<w+w . 1  n-I-c<w i.L -w

(3.13)

r+s=2n-1-d r +s=n-d

r+s<2n-2-d r +s <n- I -d

2n-l-d<rs n-d<r+s

(3.34)
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1. INTRODUCTION

Let us assume we want to generate a sequence of correlated
random variables

xI ,  x 2 f .... .xi_1 ,  xi , . .( . )

with the joint density for x and x. given as
-! i fxi)

f(xi xii) = f(xi xi_1)fxi I )  (1.2)

and with a correlation between two consecutive vdriables
equal to r .

From (1.2) we can find the conditional distribution
Xi

f f(x, xii )dx

S(x i ) = F(xi-xi_ )  f(x i_1) (1.3)

i-i

and by use of the inverse function, G , we can generate the
sequence (1.1) by

x =G (ui,x i_) (1.4)

where

ul, u 2 f.. . . , ui, ... (1.5)

is a sequence of uncorrelated uniform distributed random
variables in the interval (0,1).

Usually, however, we only know the marginal density in
(1.2) and r , and even if we did know the joint distributionx
in (1.2), it normally is extremely difficult, if not impos-
sible, to find the inverse conditional distribution in (1.4).
Given the marginal distribution, F, and r , in case we canx
generate a sequence of correlated uniform distributed ran-
dom variables in the interval (0,1)

v I ,  v2, .... , vi ,  ... (1.6)

with a correlation between two consecutive variables equal
to let us say r , then we can generate the sequence (1.1)

by the usual inverse transformation

X F (vi) (1.7)
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given that we know how r x depends on r . If we can find thev

inverse function in (1.7), the only thing we need in thiscase is to generate the sequence in (1.6).

2. UNIFORM DISTRIBUTION WITH CORREIATION

Obviously, there exist many two dimensional distributionsfor v. and with the same uniform marginal distributions
and with a correlation, r , between vi and v. 1  One ofv i-

those is the distribution with the density

t(vi.vi-1) = t(viIVi-1)tvi-1 
(2.1)

where (see Fig. 2.1).

h<v + v  <2-hiif _ i -i

h 1 < ,- v. i <h

t(vi~vi ) j if v. +v <h 0v <1
a 

V< <1
if 2-h<v + - -h i-i

(2.2)0 else

v. -vi=h 
vi+V 2-h

i -1

h2

a -i-1

Fig. 2.1.

- 782-



If the marginal density for vi 1 is uniform and given by

t(vi_) = 1 O<v <1 (2.3)

we can deduce that the marginal density for v. is

rin(l,v. +h)

fxt(v i IV i_1)t(vi_1)dvi = 1 0<v. <1 (2.4)
max (0,v i-h)

That is to say, the marginal distribution for v. is uniform,
too.

As

Evivi 1 f f vivi-1t (vi,vi 1 )dvidvi I  (2.5)

1
1 1 2 1 i-j-h

= ffV V. dvdv--f v.vi_ Idvidv i_

1h h-vii-.dvi
1 dvdvi

00

11 1
+- f f v. v dv dv

-hl h 2-vi 1-h i1 i

2 -2(h 4 + 6112 - 8h +3) +h24-
1h L1 24 24

+ _L (h4 -8h 3 + 12h2)]

124

and

Ev. E.EVI=Ei-1 = 2

(2.6)
1

Var v. Var = 12

we have for the covarians between v. 1 and v.

co( - 13-2 1 (2.7)i--I i1i cov(vi-.'Vi) =~~ I h [h - 2h2 +111(.7

and hence for the correlation between v. 1 and vi-I

h3 9 91

rv(h) h -2h+I = (I-h)(I +h- h) (2.8)
V
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From (2.8) we see that r (h) is a decreasing function on hv

with r (01 land r (1)=0.

To generate the sequence in (1.6) we can use the follow-
tng algorithms

v, uniform(vi - h, vi 1 + h);

if v, <0 then v.: =-v else (2.9)
Sif v i > t the_n vi 2 2- vi;

wheru uniform tenuniform distributed randomvariable in the interval (a,b).

From the fact that

cov(1-v i-1 1 v i) -cov(vi_1 1 v i) (2.10)

we can generate the sequence in (1.6) with a negative cor-
relation by substituting I- vii for vi_ in (2.9).

3. GENERAL DISTRIBUTION

Given the marginal distribution, F, we can generate the
sequence (1.1) by the transformation

xi = F (v.) (3.1)1 1

where v. is generated by the algorithms in (2.9).1

To find how the correlation, r, between x. and x.

depends on h, we have to find

Exxi- f(xi'xi-f)dxdx i- (3.2)

= f f F-1 (vi)F- I (vi 1 )t(vi ,vi 1 )dv i dv i I

and then use

Exixi_1 - (Ex.)

r (3.3)x Var x.
1

However, it is usually very difficult to compute both (3.1)
and (3.2), even by means of numerical methods. Hence, it is
appropriate to make a small change in the above mentioned
method and obtain the quantile transformation.
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3.1. The Quantile Transformation

Instead of using the inverse transformation every time
we want to generate a random variable with the distribution,
F, we can for n different values of pj, for instance

1Jj i
pj n-- j=O, 1,...., n-1 (3.4)

Sn

once and for all compute the n different quantiles, qj, cor-

responding to the values of p. in (3.4) by use of

-1
qj = F (pj) j =0, 1 ...... .n-i (3.5

This computation can easily be done either by means of
an analytical expression for the inverse function, F- 1 , in
(3.5), or by means of numerical methods. The sequence (1.1)
can now be generated by the algorithms

j: =entier(n-vi) (

X.:=i j

where v. is generated by (2.9).
i

To find the correlation, rx, for a givun value of h, we
have to compute

n-1 n-1
Ex = q q P~x. =qr, x. q s  (3.7)

i r s u rt i-i s
r=o s=o

and then use (3.3), where

1 n-1

Exi = n qr
r=o

(3.8)
n-1rIon i xiq)2

Var x. = - Z (q -Ex.)
r=o

Of course, P{x i =q r , x i-= 
q s depends on h, and may be a

little difficult to find.
To facilitate the computations we can, instead of using

the sequence (1.6) in the algorithms (3.6), use a sequence
of correlated uniform distributed random variables on the
integers 0, 1, 2......, n-i
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W V W24' ... ,W i , ... (3.9)

generated by the following algorithms

w i: -randint (w i I - c,w i I + C);

if w <0 then w i. -I - wi else (3.10)

if w>n thn wi: =2n- -wi

where randint (a,b) generates a uniform distributed random
variable on the integers a, a +I. ....... , b-i, b and where
c is an integer, and then use

J: =wi;(3.11)

xi: =qj

For the probability function of w and wi_ we have
z(wipwi- i) = Z(Wi 1W i-Wwi-I)  (3.12)

where (see Fig. 3.1)

2c + I. i c 1<wi +w <n -1- c
c<w -fW_ <C

-i i-i-

2 0<w. <n-I
z(wi 1wi)= 2c+ if wi+Wi I <c - -

2 n-1--c<0w<w._+ <n-I
2c+ I iw i

0 else (3.13)

If the marginal probability function for wi_ is uniform
and given by

1
z(wi-) = n for w =0, 1, 2, ..., n-1 (3.14)

i n i-i

we can deduce that the marginal probability function for w
is

min(n-i,w i+c)
E Z(w i 1w i- )"z(w ) (3.15)

k--max(0,wi-c) f w ii 1 ,for w.=0, i, 2, .. , n-i
1
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That is to say the marginal probability function for wi is

uniform, too.

i i-I

i-n- +W /c w w.+w i_2 c

JII

C-1

Iw

/I i i-i

c
Fig. 3.1.

To find the correlation, rr between w.i and w.i- we Ln-

troduce

~~i - S(c) (3.16)

Eiw- n(2c +1)

where (see Fig. 3.1)

n-c--i c-i c-1

s (c) = s(c- 1) + 2 1 k (k+c) + Y- k (c- I-k) + I (n-c+k) (n-4-k)

ko ko k~o
(3.17)

and where

S()n IIk 2 (n - 1) n(2n - 1) (3.18)

k=o6
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From (3.17) we have

S () S(c 1 [23 c25()-Sc-) 2 3nc + c + P.n-11)(2 n- 1 (3. 19)

and hence

S(c) =5(0)+ Ic 2 cl 2 -c(c+1) (2c+1)n + c(c+1)
3 L [ 2  2 2

+ cn(n-1)(2n-1)i(.)

where S(0) is given by (3.18).
By using

n-i

2 (3.21)
_n -

Var w. 12

we have

12S(c) - 3n(2c+1) (n-i) (.2
wn(2c+1)(n -1

If we put

c =h-n (3.23)

we have from (3.22)

14 3
4( 2 h + 2h] -6h

1 im r 2 h(3.24)

and hence

lrn r w=h 3-_2h 2+1I= r v (3.25)

To find the correlation, r xfor a given value of c, we

must compute (3.7), but in this case we have

P~x. qr x q s z(q rq ) (3.26)

That is to say, we can find Ex ix.i- almost in the same way

as we found Ew~w.w in (3.16). To do this we introduce
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R (c)Exixi n i(3.27)-1 n(2c+l)

where
n-c-1 c-I

R(c) =R(c-1) +2kE qkq + Ioqqc
k=o k k=o (3.28)

c-i
+ I qn c kq n - k
k=o

and where
n-1 2

R(O) E q (3.29)
k=o

Is is now easy to make an algorithm computing the corre-
lation r (c) by means of (3.3), (3.8), (3.27), (3.28) andx
(3.29), and then find a value of c such that

r (c) <r <r (C-1) (3.30)x -X-x
where r is the value we want to use in the generation of

x
the sequence in (1.1). We can then choose either c or c-1
as the value in the algorithms (3.10).

If we now set h in (2.9) to a value such that h-n is in-
teger, i.e.

d = h-n (d integer) (3.31)

we can find P{x qr, xi_ 1 = qs I in (3.7) as

P{x.=q,_ 1  = P{x q I x =q }P{x_ =q}l xi1 • r sx- qs

(3.32)

where

P{x= q n- (3.33)
i-s n

and
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S2- if -d=r-s

3 1 2 d if d-r s

3 1

P{xi=qr Ix i-=q }  
0 <r <n-I

r 
if d<r+s<n-nd

2d o < s <n-i

f-d <r - s <d

1 
"

ifr+s<d

1 if n-d<r+s

0 else 
(3.34)

That is to say if we introduce

Ex xi Q(d)(
S n-2d (3.35)

we have

n-d-1 n-d-2q~d kQdl q Zkk+d + 1:q

k=o k=o k k+d-1

d-1 d-2
I~ I2kq k q d--k +yk qkqd-2-k (3.36)

I d-I 
1 d-2Z" + k=o -~ -~ 2 k oqn-d-1+kqn-l-k

where

Q(O) 0
(3.37)
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We are now able to make an algorithm computing the corre-
lation r (d) and by means of this algorithm to find, similar

x
to (3.30), a value of d such that

r x(d) <r <r (d- 1) (3.38)

4. ERLANG DISTRIBUTION

For the Erlang distribution we have

s-i k-sax (sax) k

F(x) = 1 - k ! (4.1)
k=o

where

1
Ex =

a
(4.2)

~1 1
Var x ---

s 2
a

Having computed q. in (3.5), we can find rx as a function
of c by the algorithms mentioned in section 3.1 in connex-
ion with (3.30).

If we introduce
c

e (4.3)
n

it turns out that e +r is very close to 1. The values ofx
10000"(e+ r -1) for different values of s and r are shownx x

in tables 4.1, 4.2 and 4.3 for n=100, n=200 and n--500 re-
spectively. By means of these tables we can find by inter-
polation the value of e +r -1 for given r and s. Finally,x x
from this value we can find c by (4.3). In Fig. 4.1, 4.2
and 4.3 some of the results are shown. As it can be seen,
the values are not very sensitive with respect to changes
in n.

Finally, we can find r as a function of h by the algo-
x

rithms mentioned in section 3.1 in connexion with (3.38).
The values of 10000"(h+r -1) for different values of n,

x
s and r are shown in table 4.4. In Fig. 4.4 some of the

x
results for h +r -1 are shown. For comparison the corre-

x
sponding values for e+ r - 1 from table 4.1 are shown, too.
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rXs 1 2 3 4 5 7 10 15 20 50

.05 -257 -136 -100 -82 -72 -61 -52 -46 -43 -37

.10 -400 -184 -118 -86 -67 -47 -31 -20 -14 -4

.A5 -499 -206 -115 -71 -45 -16 5 21 29 44

.20 -566 -210 -98 -43 -11 25 51 72 82 100

.25 -609 -201 -70 -6 32 74 105 130 142 163

.30 -631 -181 -34 38 81 129 165 192 206 230

.35 -636 -152 8 87 134 187 227 257 272 299

.40 -627 -118 54 139 190 247 290 323 340 369

.45 -605 -79 101 192 246 307 353 389 406 438

.50 -573 -38 150 245 301 366 415 452 471 505

.55 -531 5 198 296 354 422 472 512 531 567

.60 -480 49 243 343 403 473 525 565 586 622

.65 -423 90 285 385 446 516 570 611 632 670

.70 -359 129 320 419 480 551 604 646 668 706

.75 -289 163 346 443 502 572 £25 667 688 727

.80 -215 190 360 451 509 576 628 669 689 727

.85 -139 205 356 440 492 555 604 642 662 698

.90 -61 202 326 397 442 497 539 574 592 624

.95 10 169 251 300 332 372 405 431 444 470

(e+r - 1.10000

n = 100

Table 4.1.
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vrza

s 1 2 3 4 5 7 10 15 20 50

.05 -241 -116 -78 -60 -49 -38 -29 -22 -19 -13

.10 -391 -168 -99 -66 -47 -26 -10 2 8 19

.15 -497 -194 -100 -54 -28 2 2A 41 50 65

.20 -571 -202 -86 -29 4 42 69 90 101 120

;25 -619 -197 -61 5 4: 89 121 146 159 181

.30 -646 -180 -28 47 91 141 178 207 221 247

.35 -656 -156 11 93 142 197 238 270 286 314

.40 -652 -125 54 142 195 255 300 334 352 383

.45 -634 -90 98 193 249 313 361 398 417 450

.50 -606 -51 144 243 302 370 420 460 479 514

.55 -567 -12 189 291 353 423 476 517 558 575

.60 -520 28 231 336 399 472 526 569 590 629

.65 -466 67 270 375 439 513 569 613 635 674

.70 -404 103 302 406 470 545 601 646 668 709

.75 -336 134 325 427 490 564 620 664 687 727

.80 -263 158 336 433 494 565 620 663 685 725

.85 -185 171 330 419 475 541 593 635 656 694

.90 -105 168 299 374 422 480 526 564 583 618

.95 -27 138 224 277 311 355 390 418 433 461

(e+r -1).10000x

n = 200

Table 4.2.
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1 2 3 4 5 7 10 15 20 50

.05 -232 -104 -65 -47 -36 -24 -15 -8 -5 1

.10 -388 -159 -89 -55 -35 -13 3 15 21 32

.15 -499 -188 -92 -45 -18 13 36 53 62 77

.20 -577 -199 -80 -22 12 51 79 101 112 131

.25 -629 -196 -57 11 51 96 130 156 169 192

.30 -660 -183 -26 51 96 148 186 215 230 256

.35 -674 -161 10 95 145 202 245 277 293 323

.40 -672 -132 51 142 197 259 305 340 358 390

.45 -6 58 -100 94 191 249 315 364 403 422 456

.50 -633 -64 138 239 300 370 422 463 483 520

.55 -597 -26 180 286 349 422 477 519 540 579

.60 -552 11 221 328 394 469 525 570 592 632

.65 -500 48 257 366 432 509 567 612 635 676

.70 -440 81 287 395 462 539 598 644 667 709

.75 -373 110 308 414 479 556 615 661 684 726

.80 -301 132 317 418 481 555 613 658 681 723

.85 -223 144 309 402 460 530 584 627 650 690

.90 -142 140 276 355 405 467 515 555 575 612

.95 -58 1I1 201 256 293 339 376 407 423 453

(e+r -1).10000
x

n -500

Table 4.3.

'I/
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.051

Fig. 4. 1.
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n 00 200 500

r s=1 s=5 s= s5 s=1 s=5

.05 -207 -22 -216 -24 -222 -26

.10 -350 -18 -366 -22 -378 -26

.15 -449 4 -472 -3 -489 -8

.20 -517 39 -546 29 -567 22

.25 -559 81 -594 69 -619 61

.30 -581 130 -621 116 -650 106

.35 -586 184 -631 167 -664 155

.40 -577 239 -627 220 -662 207

.45 -556 295 -609 274 -648 259

.50 -523 351 -581 327 -623 310

.55 -481 404 -543 377 -587 359

.60 -431 453 -496 424 -542 404

.65 -373 495 -441 464 -490 442

.70 -310 529 -379 495 -430 472

.75 -240 551 -311 515 -363 489

.80 -167 557 -238 519 -291 491

.85 -90 541 -161 499 -213 470

.90 -14 490 -81 447 -132 415

.95 55 379 -3 335 -48 303

(h+r -1)-10000
x

Table 4.4.

A,?
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5. PROCEDURE RANDOM

To compute the quantiles, q., in (3.5), the following
algol procedure can be used. q3 is lower limit for the

quantiles, and delta is a parameter that determines the ac-
curacy of q., such that qj will get a value satisfying

1)-+L- Fq H <delta for J=O, L,., n-1n 2n j

procedure random (q,n,qo,delta,F); value n,qo,delta;

ara q; integer n; real qo,delta; real procedure F;

bininteger j; real ql,q2,q3,help,p,dt;

dt:=I/n;

for ):=O st ep 1 until n-I do

b q lq:=q3:=qo; p:=(j+.5)/n;

for ql:=q1+dt while p -F(ql) >0 do;

q2:=q1 -dt;

for qo:=(ql+q2)/2 while true do

begin help:=p - F(qo);

if help> delta then q2:=qo else

if help <-delta then ql:=qo else go to e

end;

e: qtj]:qo; dt:=qo- q3

end

end procedure random;
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A TECHNIQUE FOR SOLVING LINEAR PROGRAMMING
PROBLEMS WITH MULTIPLE OBJECTIVES

MARIO T. TABUCANON and PAKORN ADULBHAN

Division of Industrial Engineering and Management
Asian Institute of Technology

Bangkok, Thailand

ABSTRACT. In recent years, owing to the increasing con-
plexity of contemporary problems, development of multiple-
objective optimization models has received significant
emphasis. Foremost of all is linear programming which has
been the most frequently used.

In this paper, a new method for solving liitear program-
ming problems with multiple objectives is introduc. 3. The
method is known as the "compromise-constraint technique".
It operates in the following manner; To find the compromise
solution for any two objectives, a compromise constraint
which forces the objectives to be an equal weighted differ-
ence from the individual optimal solutions is added to the
problem. A single-objective problem with any one of the two
original objective functions or their weighted sum, subject
to the compromise constraint plus the original ones, is
solved. When there are more than two objectives in the pro-
blem, the compromise constraints for all possible combina-
tions (by two) of objectives are incorporated, each of which
has additional two deviational variables representing posi-
tive and negative deviations from the supposed-to-be zero
value of the left-hand-side of the standard form of the com-
promise constraint. The equivalent objective function
becomes maximization of a function consisting of two parts
-- summation of all weighted objective functions minus
(meaning minimization effort) the summation of all devia-
tional variables. A numerical example showing the operation
of the compromise-constraint technique is also presented.
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1. INTRODUCTION

The need for multiobjective linear programming continues
to rise in many decision problems confronting real-world
systems. Many decision makers appear to have been evading
from this kind of situation due, seemingly, to the handicap
faced by the existing state of the art in producing satisfac-
tory results. The evasion is usually done by somehow ignor-
ing secondary objectives (those with lesser degrees of
importance) and come up with a single-objective programming
model. Apparently, this leads to an erroneous decision.

This paper introduces a solution procedure for solving
multiobjective linear programming problems herein known as
tne "compromise-constraint technique".

2. MATHEMATICAL FORMULATION OF THE PROBLEM

A multiobjective linear programming problem can be
generally formulated in the following form:

n
Maximize: Z 2 C j x; t=l, 2,..., k (I)

j=l

n
Subject to: a ai x 4 b1 ; i-I, 2,... m (2)

xj ' 0 ; j=l, 2,..., n (3)

where k (always greater than I) is the number of objectives;
n is the number of decision variables; and m is the number
of constraints (excluding non-negativity constraints).

The association of a numerical weight with each objective
is imperative in the compromise-constraint technique. Let
w be the weight associated with objective Z. For conven-

ience, weights are made to have the following mathematical
traits:

0 < wj < 1; £=I, 2,..., k (4)

k
and E w 1 (5)

£=i

-802-



The expression w z > w +1 denotes that objective Z is more

important than objective Z,+,, while the expression w. =

wZ+ 1 indicates their corresponding objectives' equal impor-

tance. Determination of these weights are presumed to be
made a priori and, therefore, beyond the scope of this
paper.

3. FRAMEWORK AND METHOD OF SOLUTION

The following principles are the mathematical basis of

the compromise-constraint technique.

3.1. Theorem

If f (x) and fh(x) are two objective functions whose

feasible maxima are Z* and Z*, respectively, and if the

functions move toward the feasible region (that is, both
functions decrease in numerical value simultaneously), then
the equation of the locus of the point or region of inter-
section of the functions has the following form:

1 1
[ f Wx - z*1 - 1s 1[ - z*3 = 0 (6)

where a X and cth are the rates at which the respective func-

tions are moving [2].

3.2. Principle

An objective function with bigger weight descends (or
relaxes) from its maximum at a slower rate that the objec-
tive with smaller weight. In other words, the rates of des-
cent (or rates of relaxation) are inversely proportional to
the corresponding weights --

1 1

cc = K -L and ahl-h (7)
ze a h

where K k and K h are constants of proportionality.
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Eq. (6) then becomes (after introduction of the values of
a k and ah and after slight re-arrangement of the terms)---

K - wh[ Z Kh - 0 . (8)

Consequently, Eq. (8) becomes the operating equation in
looking for the compromise solution; thus, it is referred to,
from hereon, as a "compromise constraint". The compromise
constraint has to be added to the original constraint set as
a means to obtain the compromise solution.

A logical way of getting the compromise solution is by
maximizing any one of the individual objective functions --
Z and Zh -- subject to the original set of constraints plus

the compromise constraint. Utilization of the weighted sum
of the individual objectives, which is defined by the follow-
ing relationship,

Zi f +x) fh(x)h Xw K k h K h

can also yield the same compromise solution.

For problems with more than two objectives, a zero value
of the left-hand-side of a compromise constraints [in a form
defined by Eq. (8)] is not necessarily attained. T.rfore,
addition of deviational variables is imperative. The
general formulation of the single-objective equivalent pro-
blem of a multiobjective optimization problem using the com-
promise-constraint technique is as follows:

k f (x) _ +
Maximize: Z =  Z w, K LZ (aCh +£," 1 ~ hok °kh )P

k=i, 2,#... k;

h=l, 2,..., k (10)

Subject to:

w ,Z Kf (x) whL"*K& ] + (akh - u9khJ=;
i h

h=l, 2,.,., k; (11)



n
E aij xj 4 bi; i=1, 2,..., m; (12)

J=l
- +xi, a~h O h 0; j=l, 2...., n;

kh'I 2,...- , k;
h=1, 2,..., k;
h#£. (13)

- +
Variable a refers to the negative deviation while a +

represents the positive deviation from the supposed-to-be
zero value of the compromise constraint developed for objec-
tives Z and Zh* On one hand, closest adherence to Eq. (8)

for all compromise constraints is aspired for by management.

Thus, the expression (aCh + ach) has to be minimized; this
- +

leads to mutual exclusiveness of ath and a h. On the other

hand, management seeks for maximum feasible value of the ob-
jective functions. Joining hands together, it appears that
the equivalent single objective function has to be the
weighted sum of the individual objective functions minus the
summation of all deviational variables. The negative sign
preceeding the second part of the said function symbolizes
the minimization effort for the deviational variables. It
,is assumed that management gives equal preferences to both
parts of the generalized objective function.

The determination of the constants of proportionality in
the compromise constriints is rather a complicated affair for
a general case. For purposes of this paper, only those for
linear object.,.; functions will be considered. Factors

Z- f (X) *- fh W

K and can be geometrically inter-

preted as distances of the perpendiculars drawn from any
point 'o' (Fig. 1), whose coordinotes are defined by (x), to
the individual functions -- represented by lines 'oa' and
'ob' in the figure. Point 'o' is a point on the compromise
constraint 'cd'. If distances are directly measured from the
individual optima, lines 'oa' and 'ob' are also respectively

equal in length to lines xh* (xh) ' and 'x£*(x)'. Any point
(x) has a perpendicular distance (D) to a linear equation --

n
c x (14)
h- -j -h
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Fig. I Graphical Illustration of a Compromise Constraint
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-- given by the following expression:
n

E hjjc (5n

J- hi

Relating Eq. (15) with Eq. (8) leads to the following rela-
tionship:

n
K, Z cl (16)J.1 hJ"

Similarly,

n
K£ - E cz (17)

1

4. NUMERICAL EXAMPLE

Consider the following three-objective linear programming

problem:

Maximize: ZI = -xI + 3x2, wI ' 0.1 (18)

2 = 2x 1 + x2 , w2 ' 0.3 (19)

Z3  -2x I + x2t w3 - 0.6 (20)

Subject to: - x I + x2 4 1 (21)

x I + x 2  7 (22)

x 5 (23)

x2 4 3 (24)

xl, x2  0 (25)

The simplex algorithm yields the following individual op-
timal solutions:

1* 1* Z=
x1  -2, x2  3, Z = 7

2* 2*
x1  " 5, x2 " 2, Z* a 121 2 2
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3* 3*

1 2  3

The three necessary compromise constraints are derived as
follows:

(M) For Z and Z --

7 -(-x, + 3x2) [ 12- (2X1 + x2)1+

(-1)2 + (3)2 .1 2 + (1)2

W - a+ 0

(012 - 012)

or, 0.3x + 0.39x2 + a12 - a 1.388 (26)
1 2 2 12

(ii) For Z2 and Z3 --

0.3[ 12 - (2x, + x2) 0.6 -[1 (-2xI + x2)] +

(2)2 + (1)2 (2) + (1)

(23 23- 023) =,0•

- +

or, -6x + x2 +023 O23 - -10 (27)

(iii) For Z1 and Z3 --

1[ ] - r0.6 .... (-,-'I-+-- 2 +

-1)2 + (3) 2  -22+ (1)2
a + 0

(31 - 31),0.

or, -0.504x I + 0.173x2  a +3 = 3 0.0465 . (28)

The required objective function is derived as follows:

-+3x 2x, + xz 0.1[I + 0.32 +
J([1)2 + (3) 2  1(2)2 + (1)2

LL

(-1) 2',' "



x- -7,71  1W 7
4'~ W .1 qm'

+T7T

31 G 31j

or, Z -O.3x 1+ 0. 497x 2 - 12 12 a 23 a 23 - o 31

a~ + (29)
31

In summary, the equivalent single-objective problem of the
original three-objective linear programming problem is as
follows:

Maximize:

Z --0.3x 1 + 0.4 7hc2  0 G12 0 a12 0 23 -0 23 - G31 0 a31

Subject to:

0.3x1 + 0.039x +01 a- 2 - T 1.388

-6x1 + x+o a- a+ -
1223 23

-0.504x1 + 0. 173x +a r + m310. 0465

-x I+ x2 7
X1 2

- + - + - +0
V1 x 2 , 612 012' 023) 023' 031' 031 ;

The resulting compromise solution has objective values of
Z*- 6.83, Z** - 7.34 and Z** - -1.34 at x* 2.17 and
1 23 1
**- 3. Fig. 2 shows the graphical version of the problem

anid its solution.
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Fig. 2 Graphical Version of Numerical Example
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5. CONCLUDING REMARKS

A leading aspect of the compromise-constraint technique
is that the compromise solution which is not an extreme
point of the feasible region may be found. Given that
weights are exogenously determined, a usual way to proceed
is to simply derive the weighted sum of the objective func-
tions and solve the resulting single-objective problem. The
compromise solution found in this manner for linear program-
ming problems will always be at an extreme point (or more
than one). By using the compromise-constraint technique,
non-extreme point solutions can be found resulting from the
incorporation of compromise constraints.
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MAXIMUM FLOWS IN A VERTEX WEIGHTED NETWORK

CHAN GIN-HOR

Department of Mathematics
Nanyang University

Singapore

ABSTRACT. The classical network flow problem is to consi-
der maximial flow from the source to the sink in a network.
In this paper, we consider a general problem- vertex weighted
network flow problem, in which each vertex is assigned with a
weight and the flows through each vert6x are assumed to be
amplified by the weight at the vertex.The notion of vertex
weighted network flow problem was ,first introduced by W.S.
Jewell and was later studied by C. Berge, A. Ghouila, K.H.Tan
and H.H. Teh. A characterization theorem of a maximum flow
in a vertex weighted network has been obtained in this paper.
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1. INTRODUCTION

Let G = <V,E >be a connected directed graph. A function

w from the vertex set V into the set R+ of positive real
numbers is called a weight function. w(v) is called the
weight of vertex v. N = <V,E,w > is called a vertex weighted
graph. Let u1 and u2 be the source and sink of the

N = <VE,w >respectively. A flow in N = <V,E,w >is a
function f from the edge set E into the set R of real numbers
such that

E f(e) = w(v) E f(e)
eC6 Cv) ec6-(v)

for all v cV -{ulU 2 , where S+ and 6- are incidence functions

defined by :

6+(v) = {ecEjv is the starting vertex of e),

6-(v) = (ecElv is the ending vertex of e},

E+ fe) and r f(e) are called the input and output

ec6 (u 1 ) ee'5 2 )

of the flow f. If each edge e is assigned an interval
[O,c(e)J, called capacity interval, then N =<V,E,w,c>is
called a vertex weighted network. A flow f is called a
feasible flow in N = <V,E,w,c >if O<f(e) <c(e), for all ec E.
A maximum vertex weighted network ffow pro-Blem is to find a
feasible flow f in which the input of f is maximum.

The general vertex (weighted network) flow problem was
first introduced by W.S. Jewell (5) and independently studied
by C.Berge (1. A structure theorem of the feasible flow
space of a vertex weighted network was given by K.H. Tan and
H.H. Teh [6] in 1972. In this paper, we derive a necessary
and sufficient condition for a maximum flow in a vertex
weighted network.

2. LOOPS OF A VERTEX WEIGHTED GRAPH.

Let N = <V,E,w >be a vertex weighted graph. Suppose
V = (vlv 2 ,.. .,vp }, E = {el,e 2 ,...,eq and wi = w(v 0 ,

i = 1,2,...,p. Define a p x q matrix A = (a)ij as follows
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2
if eC eS+(v.), 2

a. =jw.i if e CS6(v. e '-
A 1s 0 otherwise. e 3  e 4  T
A scalled the incidence matrix e !

of N = - V,E,w>

Example 2.1. Given a vertex weighted 7

graph N:

The incidence matrix of N is 2- Figure 1.

0 0 1 /
00 2

Let Rq R x R x.. .x R. For each vector X =(x,.. .,x e
q

define

car +(X) = {e~ e Exi> 0),

car-(X) = fe~ £ E~xi '0},

car (X) =cart (X) car -X

car +(X), car-(X) and car (X) are called positive carrier,
negative carrier and carrier of X respectively. X is called

a loop of N = <V,E,w >if AX t= 0. A loop X is said to be a
minimal loop if there exists no loop Y such that car(X) pro-
perly contains car(Y).

Remark 2.2. Let X = Cxl~ X.,. .. ,x q) be a minimal loop of

N = <V,E,w >. Then the subgfzph H induced by car X has no
end vertex.

In fact if v.i is an end vertex of H, we may assume

6 Vi)= 0 and S&(v.i) = {e.). Then the i ' row of the

incidence matrix A of N is (0,... ,0,-w.J,,.,) and hence

-814-



xI

x2

{o,--...o,wjPo,...,o) = -x.w. 0

Thus AXt  0, which contradicts to the assumption that X is a
loop.

A path P of length n from vertex v to vertex va isa0  a

defined as the composite concept of a sequence of n+l distinct
vertices (v ,v ... v ) and a sequence of n edges with

signs (cIe, ,c 2e0 2,...,cnen),where . = 1 or -1, such that,

for each i
= ' eB .€ +{vi-l), when c. = 1,

e c6+(v ), when c. = 1,

e ei c (v i), when i = -1,

e 6 + (v ), when c. = -1.

Edge e is said to lie on the path in the positive direction

or in the negative direction according to whether c. 1 or1

-1. P is called a cycle if v = v . Note that a path ora0  an

a cycle can be considered as a subgraph of N. A connected
subgraph of N is called a two-cycle if it is composed of two
cycles and a path connecting them.

Since a two-cycle H with n vertices has n+l edges, its
incidence matrix A has non-trivial kernel. Thus a loop of H
(which in turn is a loop of N) always exists. On the other
hand, it is easily seen that for each minimal loop X of N,
car(X) induces a subgraph which is either a two-cycle or a
cycle.

Now, let X be a vector in Rq . Assume that car(X) contains

n edges and induces a subgraph H. Let X be the vector in R!

-815-
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... .

obtained by deleting the zero components of X. Let A1 be the

incidence matrix of H. If H is a cycle, then A is an n x n
t=

matrix. Thus if X is a loop of N, A X 0 and hence
11

det(A1) 0.

Suppose H is written as (v , ...,va ), .ee eeaO 1 n t1i o 02 2
_ne ). Then it is not difficult to see that det(Al) = 0 if

n n

and only ifor ITl WU = 1 in the case
1 1 1 1 1

= 1 for all i or c. = -1 for all1i 1"

We conclude the above-results by the following theorem.

Theorem 2.3. Let X = (xlX 2, ...,xq) Rq be a minimal loop

of N = <V,E,w >and suppose that car(X) induces a subgraph H
of N. Then r'e have

(1) H is a cycle or a two-cycle.

(2) If H is a cycle and all the edges of H are in one direc-
tion, then the product of the weights of the vertices in
H is equal to one.

(3) If H is a cycle and some of the edges in H are in opposite
direction, then the product of the weights of the ending
vertices of the edges in one direction is equal to the
product of the weights of the ending vertices of the edges
in the other direction.

Conversely, if a subgraph H of N has property (2) or (3), then
there exists a minimal loop X such that car(X) induces H.

Let W be a subspace of Rq and X,YeW. Denote XMtY if

car + (X) C car+ (Y)

car-(X)4 car-(Y)

The following theorem, due to Farkas (2) is stated without
proof.

Theorem 2.4. (Equisignum Decomposition Theorem). Every non-
zero vector X in W can be expressed as

X X + X +... + X

-816-
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where X. is minimal in W and X. CC X.
1 1

Corollary 2.5. Every loop X of N = <V,E,w >is a sum of mini-
mal loops X,, i 1,2,.,., where X.iCX.

3. FLOWS AND LOOPS. Let N = < V,E,w > be a vertex weighted
graph with source u1 = v1 and the sink u,, v . Without loss- p

of generally, we may assume w(vl) = = I, w(vp) = wp = 1.

Let .I> X> O be two real numbers. Define a vertex weighted
graph S, called (M,X) graph, as follows

,I'I

e+4+6 2 1 eq+ 1  1Qv, ~ p

e+6+

e e

Figure 2. 9

After joining the source (respectively,the sink) of S to the
sink (resp'ly, the source) of N, we get a new vertex weighted
graph N' = <V',E',Wl> , called the (M,A) extended vertex
weighted graph of N.

Suppose f : E R is a flow in N with f(ei) = x.. Then x.1 1

is called a flow in edge e., i = 1,2,...,q, and f can be

written as a vector X = (xl,X,.... ). Let x and y be the

input and output of X respectively. Then the vector

, = (x,,x x..x-Ay My-x M(x-xy) A(Ny-x)
A± q'y' bFX' M-x' ! -, '- M - x

is a loop of N'. On the other hand, if Y= (yY 2,...,Yq+6)

is a loop of N', then Y' = (yl,y.,...,y q) is a flow in N.

Theorem 3.1. A vector Y = (xlx 2 ,...,xq) is a flow in a ver-

tex weighted graph if and only if

i -817-
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X I (x1 xx > y Mx-y-x M(x-y) A (My-x) x)Sl X q y  M-X ' M -X M ' X

is a loop of the (M,A) extended vertex weighted graph of N

where x and y are the input and output of X respectively.

4. CONDUCTIVE PATHS AND CONDUCTIVE CYCLES.

Let N =< V,E,w,c> be a vertex weighted network. For a
feasible flow X = (xx 21...x q) in N, a path P :v av a,...

V n), (clel , 2e 0,...,cn e ) from v to v n is called a

conductive path with respect to X if

(1) d =ci- x > 0, if e lies on P in the positive

direction,

(2) d =x > 0, if e lies on P in t e negative direction
1 i  Bi

d. will be called the slack of edge e0 with respect to X
1 1

and D = (d ,d ...,d) called the slack of P with

respect of X.

For a conductive path P with respect to X given as above, let

0 for i =0,

2 + for" i = 1,2,.. .,n-1,

S.
a (P) = w for i O,l,2,...,n-l,
a. 0 a i

b0 (P,D) = a 0i(P) for i =1,2,...,n,
i-l

O(P,Dp) = min (b (PDP))
p 1 p

O~ (PDp) a (P)O(P,Dp for i = 1,2,...,n.
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@(l,1)p) will be called the conductive Value of the Conductivepath P. In the case V is the source and v i the sink, wecan Construct it new feasible flow Y (ylY 2 ,...,y ) t'm
X- (xlx21 as follows f

U x ai + ei  0 (P,1)p 1,2,....

y x, otherwise.

Clearly, the input of Y is increased by an amount O(P,I )from that of X. lis shows that for a feasible flow X ilnN = < V,E,w,c > , if there exists a conductive path from thesource to the sink with respect to X, then X is not a maximum
flow i.e. the input of X is not maximum.

1LAMQ2L. Given a vertex weighted network N.

C
v 1

1 C2 %i4 c'~2
2C =4 'N'82 6)

C3 m2 7.

2Figure 3.
(= ,0,l,2,0,0,0,0,0,l) is a feasible flow in N with input 1.P = (vIPv2'vSv 4$v7$V8)'(0l'02P e4 eSPe6,e 7) is a conduc-tive path from the source to the sink with respect to x. Theslack of P is 1)p (4,4,2,3,6,6). Then we Jhsjve
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0 1 2 3 4 5 6

ci, 1 1 -1 1 1 1

s 0 1 0 0 1 1

w 1 1 2 2 3 1
a.1

S.
wI w 1 1 1 2 3
.) .1

a ct ( P ) - =O w c 1 1 1 1 2 6

1 3

d 4 4 2 3 6 6
1

h R.1,Dp D d (P) 4 4 2 3 3 1

0 i(P,D) = a (P)0(P,D) 1 1 1 1 2 6

CiO5 (P, Dp) 1 1 -1 1 2 6iB. '

x 1 0 2 0 0 0
7 1

x +C 0  (P, D) 2 1 1 1 2 6

where 0(P,D p) = min(bs (P,D)) = 1. Hence the vectorp1

Y = (2,1,1,1,1,2,6,0,0,1) is a new feasible flow in N with
input 2.

On the other hand,if v v , then P becomes a cycle C.
a0  all

Lets and a(C) Hn 2w *. A conductive cycle C is
n 2 j- l

called a deficient (respectively, balanced, excessive) con-
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ductive cycle if a(C) < 1 (respectively, a(C) 1 a(C) > 1).
III thle case V is thle source and C is a deficient Conductive

cycle with respect to X, we Canl obtainl a new feasibleC flow
Y = (yl, v ), from X as follows

= x~ + C 0 (1),I 1) i 12
0 B is8i p

y. x., otherwise.

Clearly, tile input of Y is increased by an amount 0 (P,DI)-)

(1-a(C)) from that of X and heonce X is not a maximum flow in
N.

InI the case C is a deficient conductive cycle and( there
exists a conductive path I)i (Vk 'k V ...IV

(cIe, C~ ' 0 .... , e' e, from the source to a vertex in C
21 I 2 t

say v k = v a= va with slack D (d 1= ,.d..,d IIt). Let

C I + C10(P,l) (-aI(C)
S = -t3 - andll~ A t(C'vk ) = 1) -

kt wS

C1t kt
Then A (C v k )> 0 if and only i f C is deficient. Let

t

= d', .. d' d ~)I~fCIIypti~

d, min(d $A t(~
III t flivk ))

We canl then construct a new feasible flow Y= (yly 2 ,. .'y&

from X =(x 1,x 2 " ,..x q) as follows

Y x C0(PIq



Cw O(P ,D' )a (P1)
y i k ti + 1 - 1 a i (P) i =1,2,,.,n,

-X 1 - a(C)ii

yj x., otherwise.

The input of Y is increased by an amount O(P1 D ) from that

of X. 1

Theorem 4.2. Let N =<V,E,w,c>be a vertex weighted network.

Let X- (X 1 ,X2 ,...,Xq) be a feasible flow in N. Then X is a

maximum flow if and only if N has neither a conductive path

from the source to the sink nor a conductive path (or trivial
path) from the source to a vertex on a deficient conductive
cycle with respect to X.

Proof. We have shown the necessity of the theorem. It
remains to prove the sufficiency of the thoerem. Let M> >A > 0
be such that

M >max{ n in is arbitrary positive integer <p)
T__r w i

A <mn { n 1 In is arbitrary positive integer <p),
itl w

Let N' be the (M,X) extended vertex weighted graph of N and
(-oc] the capacity interval of each edge in the (M,A) graph

Then X' = (Xl ,. x q +6 ) is a loop of N' where xq+6 and

Xq+1 are the input and output of X respectively and

X q+6 - q+l = M(xxq+6 gXq+l1
Xq+2 M - ' Xq+4 ML - X

MXq+1 -x q+6 x (Mxq + -x q+6 )
q+3 = - X Xq+5 M- A

Now, suppose the contrary, there exists a loop Y (y 1 ,Y 2 ,
y ) of N' such that y >x and O<y i < c., i = 1,2,..,q.
q+6 q+6 q+6

Consider the equisignum decomposition of the loop Z Y -X

into minimal loops, i.e.

t-



Z =Y - = ( 1 ) + Z( 2) + Z(n)

where Z(ilx Z, i = 1,2,...,n. Then some Z say

ZG )  (zzlz ) , .. . ,z
( ) should have a positive Jl 6
(i

If z >0, then by the choice of M and A, zk()>0 for

k = q+l,q+2,...,q+6, and therefore the edges in car(Z l ) not
in the (M,A) graph form a path from the source to the sink.

Since zk i )  i = 1,2...,n have the same sign for a fixed k
and

0 <Yk <ck' 0 <x k <ck

for all k $ q+l,...,q+6, we have

Z) < - x <C - X if zk > ,

0 .(1) (1 Z) O
0- - ki <0.

Hence the path is conductive with respect to X, which con-
tradicts the assumption of the theorem.

If z ( I ) = 0, then the edges of car(Z (I)) not in the (MA)
p+l

graph form a cycle C with a path P (may be trivial) from the
source to the cycle C. By the similar arguement as above.
The path P and the cycle C are all conductive with respect to
X. It is not difficult to see that C is deficient. Hence we
have a deficient conductive cycle and a conductive path from
the source to the cycle with respect to X. This contradicts
our assumption again. Hence X is a maximum flow in N. This
completes the proof.

5. FLOWS WITH MAXIMUM OUTPUT.

In the foregoing sections, we concentrate on the problem
of feasible flow with maximum input in a vertex weighted net-
work. However, by performing the simultaneous replacement
of terms such as

input 4-+ output
deficient cycle +-+ excessive cycle

path from the source to a vertex *-+ path from a vertex to the sink
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in Theorem 4.2, we can also obtain a necessary and sufficient
condition for a feasible flow of maximum output.
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INTERCONNECTED POWER SYSTEMVI
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ABSTRACT In a large scale system like interconnected

power system. multi-ob.jective function can-not be avoided,

If one area is considered as a subsystem, each area with
individual decision makers is allowed to have its own -
ob.it.tive function. Differential aame is relevant to define

optimallity of the solution. Nash enuilibrium solution will
be derived for AGC of two-area interconnected Dower system.
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1. INTRODUCTION

In the operation of interconnected power systems, one
of the important control problems is the load and frequency
control, more recently termed the 'automatic generation
control' (AGC). To maintain the area generation-conswnption
power balance, an AGC responds to variations of frequency
and power exchange over inter-area tie-lines and adjusts the
outputs on regulating units. The purpose of this paper is
to present a new method for decentralized design of AGC for
interconnected power systems. The method is based on the
differential games theory and the constrained linear
regulators designed for individual power area. A strong
motivation for developing this method comes from two impor-
tant facts. First, in the conventional AGC design the same
'one control per area' principle is used. Second, in the
modern muticriteria AGO system with centralized design
creates conceptual and computational difficulties. Centralized
informatons have to be obtained from power areas which are
spread over large geographic territories. In our decentralized
method, the AGC regulators are designed using the individual
area models and applying the concept of autonomous local con-
trol to each area and the associated tie-lines.

The decentralized AGC scheme involves decomposition of
the interconnected power system into a number of subsystems
so that each subsystem represents an area and all tie-lines
originating from that area. Each area consists of its
own objective functions and constraints. The problem then
becomes a nmulticriteria problem with multidecision makers.
This is where differential games theory (1,2) is relevant to
define 'optimality'. Once we define optimality in term of
rationality, a decentralized area control of proportional
plus integral type 13,4 ] can be designed as a linear quadra-
tic regulator with constraint output feedback. It retain the
area control concept and load distribution property of the
conventional regulators while, at the same time, guarantees
improved system transients and stability margins for the
overall interconnected power system.

2. A DECENTRALIZED POWER SYSTEM DYNAMIC MODEL
A linearized dynpiamic model of a two-area interconnected

power sy "tem can be described by the equations

826-
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i(t) = Ax(t) + Bu(t) + Dw(t)
y(t) = Cx(t), (1)

where xu,z,y, are vectors of states, inputs unmeasurable
disturbances and outputs, respectively, w(t),x(t) are zero
mean mutually independent stationary Guassian noise with
corvarianceA(t). The mode(l) is composed of two area models
and the associated tie-lie models, which can be presented in
a decomposed form as

t(t ) = Aixi(t)+atiAp ei(t )+Biui(t)+Fizi(t)+Diwi(t)

At ei( t J)1_ Imjxi(t)+mjixj( t) )

yi ( t) =oix( t) i=1,2 (2)

In (2),xi,ui,zi,y i are vectors of the i-zh area states.inputs,

disturbances, and outputs, respectively, and AP is the
variation of the total power exchange of the i-A area, such
that

2
Apei = ,lAPi, i=1,2 (3)

where Ap.e are power exchange deviations between the i-th and
the j-th area expressed in per unit. For further explanations
of the model see f5).

To design a decentralized AGC regulator, the decoupled
model (2) is rearranged. In order to achieve a local control
law which is linear, independent of the area load disturbance
and the steady-state errors of the frequency and tie-line
exchange are zero, it is necessary to augment the model (2)
with the new state defi'.:d as and intergral of the dynamic

0'area control error' ACE y3O_

v.(t) = + ty'(t)dt i=1,2 (4)V io t o iioo
0

where y. =Ap i+b f. b . is the bias factor and Af. is
the fre~uency devlation'inSthe i-th area. The two-area'
interconnected power system model (2) can be rewritten as

1( t) = Ax( t)+Bl1U 1( t)+B 2 12 (t )+Fz( t)+Dw(t )

(t) = Hx(t)
where x(t ) = N(O,Z(O) ),v(t ) = V(0).

0 o
We see that there is an 'overlapping' of the subsystem

state vectors due to the fact that each subsystem in (5)
incorporates the corresponding tie-lie models.
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3. REGULATOR DESIGN

The trend in the utility industry is strongly to digital
control,using the digital computer for calculating generation
change etc. a discrete formula of this problem would thus seem
of more practical interest. The decentralized model (5) can be
discretized with appropriate sampling interval. A linear
discrete time of two-area interconnected power system can be
described by the equation

y. (k) ) i= 1,2 (6)

where the vectors are as described in the continuous model.
We require that the AGC regulator should be of a

decentralized type with linear feedback, then

u.() uK.!)y (k) =1

where K( k) is e termiueid Uy minlA Ii! n.n the cOnst. f'un tion

x T(N)Qi(N)x(N N-1 T T
'1 1i k o 1

i=,2(5)

where QI (k) is a symmetric no-negative definite matrix and

Ri(k) is a positive definite matrix.

When the decision of each area can not be made
independently, a rational have to be considered. It is
natural to choose Nash rational for this problem, since decis-
ion maker of each area try to do the best for his area
assuming that the other area is doing the same.

Lenmma 1. If a linear system described by (b) is controled
using a linear control policy (7) then the expected cost (8)
can be expressed as

Ef,i(k)} = E{xT(k)Si(k)x(k)}+ AJ tr S i(j)DA(j- I )DT

i=1,2 (9)

whe re T
T "T

S (k) = Qi( k)+CiK Ri( k)Ki.Ci

+(A+B K IC +B2 KC )T Si(k l)(A+1 K C +12 K

C )

Si(N) =Q(N) i=1,2 (10)
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Proof Define Z(k) = E{x(k)x :)}

then E(k+l) = (A+BIKIC B 2 K 2C2)k)(A+BIKIC +B2

2 C 2 ) +DA(k 2

Eq. (9) and (10) follow by induction.
The necessary condition for Nash equilibrium of this

problem are the derivatives of the expected cost-to-go at
stage k with respect to each element of K.(k) equal to zero,
for i=l,2 simultaneously. Thus we imve

orK (k) = Mi(k)(A+B K (k)C ) Pi ( k )
i--1,2; j=1,2; itj (12)

)or K (k) = Gi(k )ATi(k) i=112 (13)

where M(k) = -{R.(k)+BTS (k+l)Bi} - 1 BT Sik+l)

P (k )  = 
)(k+C C((k)MT.)

G i( k) = f{4 I-i( k)BjiM j ( k)B i }-lfM i ( k)+M i( k)BjMj ( k))

Ti ( k) = ( P ( k)+ PI k)C Pi(k)}{J-CiPj (k)C Pi(k)}-i

i=1,2; j::1,2; iij

Theorem 1 The output constrained feedback Nash Equilibrium
sequence TK1(k)} i=1,2; k=0,l,...,N-l for the i-th subsystem
are given by equation (13) where it is assumed that the
inverse of the required matrices exist.

The sequences {Ki(k)} i=1,2; k=O,l,...,N-l of the i-th
area are the solutions to a discrete two-point boundary
value problem. As with most algorithms of this type it is
expected that the convergence condition depends on the
initial guess.

4. CONCLUSIONS

This paper gives a rational attempt to the development
of a new decentralized linear regulator app'oach for AGO of
interconnected power systems. The nmethod is based on
autonomous area control that used the control feedback only
measurements from its own area. There is a subtle interplay
between the choice of the performance index for each area
and the nature of their interactions. The emphasis is placed
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on a systematic analytic design method. At this time we do
not know how well the method will perform. Additional effort
is needed to explore the numerical design for this problem.
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Deformation Method Usiug Paramet'ic Approach

for Solving Nonlinear Programming Problems
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Abstract

This paper proposes a deformation method for

solving nonlinear programming problems, illustrating

a system of structural optimi.zation problems. If

an optimal solution of one of these problems is

available, then the other problems can be easily

solved parametrically by the deformation method with

the initial problem whose solution is knowvn. Fur-

thermore, this deformation method is advantageous in

that it is likely to obtain the optimal solution

even if the initial point is not necessarily in a

small neighborhood of the solution. The proposed

method is also useful for solving more than one

structural optimization problems of the same type.
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1. INTRODUCTION

This paper proposes a deformation method for solving

practical nonlinear programming problems. Utilizing the

nonlinear parametric programming technique [12], the method

solves the problem by imbedding it into a suitable one-

parameter family of problems.

The approach discussed in this paper was ci-iginally

developed with the aim of solving a system of structural

cptimization problems which frequently appears in various

kind of engineering design. It is assumed that we have to

solve more than one structural problem of the same type.

If an optimal solution of one of these problems is

available, then the optimal solutions of the other problems

can be easily obtained by using this known problem and its

optimal solution as the initial problem of our parametric

deformation method.

A numerical example taken from structural optimization

problem is given as an illustration of the proposed method.

The method of nonlinear programming does not generally

converge to the optimal solution from an arbitrary starting

point if the initial estimate is not sufficiently close to

the solution. On the other hand, the deformation method

described in this paper is advantageous in that it is likely

to obtain the optimal solution even if the initial point is

not necessarily in a small neighborhood of the solution.

Section 2 describes nonlinear parametric programming

problem imbedded into a one-parameter family of problems.

Section 3 proposes two algorithms for finding the optimal

solution together with their respective flow charts.

Section 4 discusses a nonlinear programming model

for optimization of the design of a beam and gives the

computational results of this model.
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2. FORMULATION OF THE PROBLEM

The nonlinear programming problem to be solved is

assumed to have the form :

minimize fl.(x)

subject to g1 (x) 0 0, a~x5b,

where x is an n-dimensional vector with components xlx 2 ,

Xn. The functions fI : Rn +R and g, = (g91 g2 0 '' '. gm):

Rn Rm are twice continuously differentiable in x.

We suppose that the vector x0 is known to be an

optimal solution of the problem

minimize fo(x) (2)

subject to gO(x) = 0, ax-b,

where f0 and go have the same dimension as fl(x) and gl(x)

in (1). In practice, the solution of (2) may be

considerably easier to obtain than that of (1).

The parametric problem we consider here is

minimize (1-e t)fl(x) + et f o (x)

subject to (1-e't)gl(x) + e-tg0 (x) = 0. a5x5b,

where t is a scalar parameter. If we have inequality

constraints, they can be transformed into equality

constraints by introducing slack variables. In order to

simplify notation, we write the objective function and the

constraint functions as f(x,t) and g(x,t),respectively.

More specifically, f(x,t) = (1-et )fI(x) + e-tf0 (x) and

g(x,t) = (l-e-t)gl(x) + e-tgo(x), i.e., problem (3) is

rewritten as : For teT,

minimize f(x,t) (4)

subject to g(x,t) = 0, a~x:b,

where T [0,+o).
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Starting with parameter value t = 0 and the initial vector
0
x , the problem (4) may be changed to its original form (1)

by a continuous variation of the value of t from 0 to .

Therefore, an optimal solution of (1) may be obtained

by solving (2) parametrically as t increases until t=

starting with initial condition x = x9 when t = 0.

3. DEFINITIONS OF THE REDUCED PARAMETRIG PROBLEM

In this section, we apply the implicit function the-

orem to problem (4), and obtain some results which may be

viewed as an immediate generalization of those given in [11

For problem (1), we adopt the following nondegeneracy

assumption : For any teT and for any feasible solution x,

i.e., g(x,t) = 0 and axb, there exists a partition of x

into y and z, where y is m-dimensional and z is (n-m)-dimen-

sional, such that the mxm matrix V yg(y,z,t) is nonsingular

and asy~b.

The components of the vectors y and z are called

basic and nonbasic variables, respectively. With respect

to the partition x = (y,z), the matrices VXf(x,t) and

Vxg(xt) are partitioned as [Vyf(Xt), V zf(x,t)] and

[Vyg(X,t),Vzg(X,t)], respectively.

Given teT, let R be a feasible solution of (4). Then

by the nondegeneracy assumption, the implicit function

theorem assures thatwe can find a partition x = (y,z) and

a twice continuously differentiable function h: RnmxT+ Rm

implicitly determined by solving the nonlinear equation

g(y,z,t) = 0

for all (z,t) in some neighborhood of (zE). namely,

= h(zt) and g(h(z,t),z,t) = 0 (5)

for all (z,t) in the neighborhood of (1j). Consequently,
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we may define, at least locally, a generalized reduced para-

metric problem as follows: For teT,

minimize F(z,t) A f(h(z,t),z,t)z(6
subject to z 2 0 (6)

where h is the implicit function defined by (5). Notice that

the objective function F is twice continuously differentiable

in x and t, because both f and h have the same property. It

is to be noted that more than one such reduced problem may

be defined in the neighborhood of (",7), since a possible

choice of basic variables is not necessarily unique.

Now review the second-order sufficiency conditions for

isolated local minima of the problems (4) and (6). A state-

ment of the conditions for more general nonlinear programs

can be found elsewhere, for example, in [9, p.235], and

hence, no proof is given here.

For teT, if an n-vector x(t) satisfies
g(x(t),t) = 0, aI :x I .b I

and if there exists an m-vector X such that

Vxlf(x(t),t) - XVx g(x(t),t) = 0 al<XI:b

X=a Vx f(x(t),t) - XV g(x(t),t) > 0

and xJ2=bJ2 VxJ 2f(x(.),t) - AVx 2g(x(t),t) 0

then x(t) is an isolated local minimum of problem (4),
where I u J1 u J2 = ( 1,2,..., n ).

For t E T, if an (n-m)-vector z(t) satisfies

V zF(z(t),t) = 0, a15z1 :bi

ZJ =aJ V F(z(t),t) z(t) > 0 (7)
1 1

and z 2=b V F(z(t),t) z(t) 0
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then z(t) is an isolated local minimum of problem (6),

where I u J = {1,2,..., n-m}.

The following two theorems state important relationships

between the optimality conditions for problems (4) and (6),

on which the algorithms in the next section are based. The

proofs can be completed in a manner quite analoguous to that

for Theorems 1 and 2 in [11, and hence are omitted.

Theorem I. For tcT, if x(t) satisfies the second-order

sufficiency conditions for a local minimum of problem (4),

then there exists a partition x(t) = [y(t),z(t)] such that

a < y < b and that z(t) satisfies the second-order sufficiency

conditions for a local minimum of the generalized reduced

problem (6).

Theorem 2. For te'r and an (n-m)-vector z(t), let h be

an implicit function determined by (5) on a neighborhood of

(z(t),t). If z(t) satisfies the second-order sufficiency

conditions for a local minimum of the generalized reduced

problem (6), and if a 5 h(z(t),t) b, then the n-vector

[y(t),z(t)] satisfies the second-order sufficiency conditions

for a local minimum of the original problem (4), where
y (t) = h(z (t) ,t) .

In Theorems I and 2, we have tacitly assumed that we

know the function h explicitly when handling (7).

In practice, however, we need to solve another nonlinear

equation (5) separately to have h(z,t). Motivated by this

fact, we consider the following system of equations and

inequalities in place of (7)

g(y,z,t) = 0

Hz (y,z,t) 0 a1 !z Ib I
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H (yzt) 2 0

H (y,z,t) 0 z =b2J2  J2-b2

where, for the partition x = (y,z), the function H: RnxT+R
n-m

is defined by -1
iI(x,t) = Vzf(x,t) - V yf(x,t) [V yg(x,t)] zg(x,t).

Theorem 3 shows that (7) may be replaced by (8) in the

optimality conditions for the reduced problem.

Theorem 3. For teT, suppose that an n-vector x(t) =

[y(t),z(t)] solves (8). If a< y(t)< b and if

vTrT[V2xf - XV2xg]r v > 0 (9)

for all v, such that v.=0 for jc{j ; H.(x(t),t) > 0} {j;3 2 V2  ), a d r a e v l a e
H.(x(t),t) < 0}, where V xxf, Vxxg, X and r are evaluated

at (x(t),t), then x(t) satisfies the second-order sufficiency

conditions for problem (4). Conversely, if x(t) satisfies

the second-order sufficiency conditions for problem (4),

zthere exists a partition of x into y and z such that a<y(t)<b

and that x(t) = [y(t),z(t)] satisfies (8) and (9).

Proof.
See [12].

In what follows, we assume the existence and the

continuity of x(t) which satisfies the second-order suffi-

ciency conditions for a local minimum of problem (4) for

every teT. Under this assumption, we shall propose two

algorithms for solving problem (4) parametrically. Without

any loss of generality, let T be the interval [0,+-]

in the rest of this section.

On the basis of Theorem 1 and 2, we first state the

following algorithm which is a straightforward generalization

, of the Basic Algorithm presented in [11].
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Algorithm 1.

Step1 : Obtain an optimal solution x(O) of problem (4)

for t=O by an appropriate method. Choose a sufficiently

small number y>0 and set t'=0. Go to step 2

Step 2 : Partition x into basic y and nonbasic z such

that the corresponding basis matrix is nonsingular and all

components of y(t') have a value greater than y. Go to step

3.1

Step 3.1 : Choose sets I and J of indices such that

{j; V Z.F(z(t'),t') > 0} c J c {j; z.(t') = aj}

{j; VzF(z(t'),t') < 0} c J {j; z.(t') = b.}
Z. 2

where J = u J2' and I = {1,2,..., n-m} - J. Go to step

3.2;

Step 3.2 : Obtain the solution z(t) of the system of

equations

V F(zt) = 0
zI

zJ aJ (10)

z =b
z2 = 2

where z1 and z are the vectors with components zi, iEI, and

zj J, respectively, and solve (5) to get y(t) = h(z(t),t),

as t increases from t' to t = to A min{t*,t**}, where

t* = sup{t; ai + y < yi(T) < bi - y Vi, for all T,

s.t. t' < T < t < + } and

t** =sup{t; VZ F(z(T),T) >- 0, Vz F(z(T),T) -< 0 and

z2
aI < z I  b for all T s.t. t' - T -< t < }. (11)

G to step 3.3

Step 3.3 : If t° = c, terminate. Otherwise, setting

t' = to, return to step 2 if t0 = t*, and return to step 3.1

aif to t**.it=-838-
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Next, we propose another algorithm for finding a param-

etric solution of problem (1).

Algorithm 2.

Step 1 and 2 : Same as those in Algorithm 1

StP 3.1: Choose I and J, such that

(j; It(x(t'l),t') > 0} c dlc {j; zj(t') a.}

{j; IIj(x(t'),t') < 0} J 2 c 0; zj(t') = b.}

where 3 = J u J, and I = {1,2,..., n-m}.

Go to step 3.2 ;

Step 3.2 - Obtain the solution x(t) = [y(t),z(t)] of

the system of equations

g(y,z,t) = 0

I I(Y,Z,t) 0

=a (12)zJ aJ

z 2 b 2

as t increases from t' to t = to A min~t*,t**}, where t* is

defined by (11) and

t**= sup{t; I (X(T),T) 0, II (X(T),T) 0

and a1 : zI(T) 1 b1 for all T, such that t' ! T - t 5 + }

where 11 = [iti,11J] and

11 =Vz f - V),f[Vyg]-I zig = Vzif - XVzg,

1 - Vz f - vyf[VYg] -1V g = V zJf - XVzg.

Go to step 3.3

Step 3.3 Same as that in Algorithm 1.

Flowcharts of Algorithms I and 2 are given in Figures 1

and 2, respectively.
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It follows immediately from Theorem 3 that Algorithms

1 and 2 are essentially equivalent to each other. To summa-

rize the procedures, we determine parametrically the values

of nonbasic variables by solving the equations which are

derived from the optimality conditions for the generalized

reduced problem. We also monitor the basic variables to

decide whether the current basis is changed or not. For more

details on the Algorithms the reader may refer to [12].

4. A STRUCTURAL OPTIMIZATION MODEL

Let us suppose that we have a beam with I-shaped cross

section as shown in Fig. 3. The maximum stress cTmax caused

by the bending moment M on the upper and lower surface of

this beam is expressed as

T W H H 

cmax M / [ 1H + & + T ")BTF]. (13)
1 2 f + T F )

In this case, it is an indispensable condition that the

stress amax should not be greater than the allowable stress
cGall, i.e.,

Cmax aall 
(14)

For the beam with I-shaped cross section, we obtain

the following constraints :

H - 170TW < 0, (is)

H - 40, (15')

B - 24 TF - Tw < O, (16)

Tw, TF > 0.8 (17)

where (15) is a constraint on the length and thickness of web

to prevent buckling, (15') is an additional constraint due to

the capacity of the installation, (16) is a requirement of the

effective width of the flange, and (17) is a size limitation

caused by.tffe material used. Under the constraints (14) to

(17), we have to minimize te tr6ss section area of the beam:

A - H.T + 2 B.TF (18)
w7
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For convenience we shall use the following notation

X I = TW, x2 = TF x3 = II, x4 = B.

Then, we can express the objective function as

f = xlx 3 + 2x2x4.

In addition, by introducing slack variables x, x6, and x7

we can rewrite the constraint (!4) as

M(6x3 + 12x 2)

-Y a(Xlx3 + 3x2x2x4 + 12x2x 3x4 + 12x3x4) + x= 0,

and the constraints (15), (15'), (16), and (17) as

x - 170x1 + x6 =0,

x4 - 24x 2 - x1 + X7 = O,

x1, x2 > 0.8,

x 3 - 40,

respectively, with x5 , x6, x7  0.

In our computational experiment, the value of the

bending moment M and the allowable stress Yall are assumed to

be S x 105 (kg.cm) and 1500 (kg/cm 2), respectively. To apply

the deformation method described in the previous section, we

regard the above problem as

minimize f l(x)

subject to gl(x) = 0, a - x <- b,

and suppose that the initial problem is given as

minimize f0 (x)

subject to g0 (x) = 0, a <- x 5 b,

where f0(x)= lix - xo11 2 and gO(x) = gl(x) + v.
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It is noted that the vectors x0 and v are determined so as

to satisfy the relations a : x0 s b and gl(x 0 ) = -v.

Computation tests of the Algorithms in this paper were

performed, using double precision, on the FACOM 190 system

at the Computation Center of Kyoto University. In our

experiment the parameter t was increased until t = 6 for

obtaining an optimal solution. The result of the calculation

is summarized in the following Table 1.

Table 1. Computation Result Using Algorithm 1

starting point optimum point

x 2. 0.800000D+00

x2  2. 0.10699SD 01

X3  30. 0.400000D+02

x4  20. 0.580354D+01

x 0.1941469489 0.0

x6  3.1 0.960000D+00

x7 3. 0.206524D+01

f 0.444189D+02

The simplified structural optimization problem has

been solved in this secfion for illustrative purposes only.

However, more complicated problems can be solved by this

deformation method as well.
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5. CONCLUDING REMARKS

In this paper, we have proposed the deformation method

for solving nonlinear programming problems and applied it to

a structural optimization problem. Finally, we would mention

several remarks concerning the method from the viewpoint of

application. In the numerical experiments for the structural

optimization, the choice of successive parameter values in

Algorithms 1 and 2 was important in obtaining the optimum

solution. Furthermore, it should always be remarked that the

nonsingularity of the Jacobian is an indispensable condition

in this deformation method. In addition, it is noted that

scaling of the variables of the optimization problems seems

to improve the convergence properties of the,,Algorithms.
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A COROLLARY OF THE LAPLACE TRANSFORM
CCNVOL'UTIN THEOREM AND ITS APPLICATION TO
ASYMPTOTIC DISTRIBUTINS

Chang Sup Smg

Software Development Center
Korea Institute of Soienoe & Teohnology
P.O.BOX 131, Dong Dae Mun
Seoul, Korea

ABSTRACT. It is known that the Laplaoe-Stieltjes
(or Just Laplace) trensfom of a function uniquely determines
the limit behavior of the function. The so-called Laplace
Transfom Convolution Theorem can often be conveniently used
to determine the asymptotic limit distributions of convolut-
ions. However, when taking into account a positive
constant delivery time r under the transactions-reporting
<Qr > inventory system, the convolution theorem is not
satisfactory to get the limit distribution of a lead time
demand process {D(t-r, t3l , where

D (t-T t)mlNt - Nt.- With the cumulative demand by time t

(Nt} which is a discrete-valued continuous-parameter
stochastic counting process with sample paths increasing in
unit steps. A corollary of the convolution theorem was
developed to compute such asymptotic distributions.
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1 * Introduaotion

In order to find the asymptotic limit behaviors of some
scientific functions,, their corresponding Laplace tratnsformB
whose definition is given in ( 3) as follows:

L { (t)J - (a) - Ije-t 'T(t) dtp for a>0,f

where a functioni f is of expcuential order ebt for
constant b, and also sectionally continuous so that it is
defined of class 9,C For example, the limiting behavior
of a distribution fimotion F(t) can be found from the
equality,

Lin a L{f1(t)} , lm F(t).
8-0 t40

Moreover, the so-called Laplace Transform Convolution
Theorem in(3jhaa been conveniently used to determine the
asymptotic limit distributions of convolutions. However,
in the came of convolutions with a nonnegative parameter
t - Y for ?-V,0 , the theorem itself in not satisfactory to
get their limits. Therefore, in this study, a corollary of
the onvolutica theorem in developed for such problem,
whose application is made, an an example, to determine the
limit distribution of a lead time demand process D~-, t)
where Dt- t) =-% N - Nt-.1 for the procurement lead time

and the cumulative demnd by time t (Nt)'. ft}t is

asusumed to be a discrete-valued continuous-parameter
stochastic counting process with sample paths increasing in
unit steps.

2. Convolution Theorem

According to (1) and (3') , if ,'(t) is sectionally
continuous with at most a fit.t number of discontinuities
and of exponential order e"T P and POWt is also
sectionally continuous, then

L ( 1P'(t)}()

s tF(t)} F(t n _at C L(tt)-+ ( )

---------- 8---



for a > b, where ti, t2,..., t n are the positive absoiusas

of the points of disoontinuity of F(t). In view of (1),
following in ostabliahed that if F(t) im of olasooj , and
further if F(t) has at most a finite number of disoontinuities
(at ti, t2, ..... , t ) and F'(t) is of class JX 0 then

lim s. L tF(t)} -m limF(t) , for b< o , (2)
S-0+ t-.*

if either limit exists. Its proof is as follows;

lim x. L (t)
8-+

n o-sti
, Jo+ (t) ) +E * + n (t+) -

P 1+ =1
o 40+ imi

n n
1(t) o -+ { (e) -

M0 Urn F(t),

t.4a0

fb~l

sinoe JP(x) dx - P?(x)) +FW + F(x) It.

1 n

M F(t) - ?(o+) - 1 t Fi) - rt
1)M1

and PJ.I(x)dx s imj F'(x) dx.
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Eq. (2) shows that if the Laplao-Stieltjes (or just
Laplace) transfo;= of a distribution is known, the transfom
can be directly used to determine the behaior of the
distribution funotion as t tends to infinity.

Using the Laplace tranfom notation, the so-called
Laplace Transform Convolution Theorem shall be stated
without proof. Its proof appeors In (1) v (3) and ( 63 .

Thgoem I

If F(t) and G(t) are of class . , hen

L tG(t-x) F(x) d24

. L fr(t)j L { G(t)j}, for s > b,

where •A is the auuimm of the exponential orders

of F(t) and G(t).

For convolutions with nonnegative parameters t -T ( 7- 0)
rather than t, the above theorem doem not work. Therefore,
such problems can be resolved by the next corollary.

CorollarY 1

If F(t) and G(t) are of class S v then for a > b

and t r

=L f F(t)) L I G(t)) - LQt)f-Y~~~

where r is a nonnegative constant.

Proof s Define

A *-s(x+y) -(x) G(y) dx dy

- J 7#x P(X)&xz k *8-G(y) dy
0 0
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suioh that the r.gon A. of ±ntegration is i11UstrataA

in Fig. 1.

1K

A;-

Fig. 1. Illistrtic' of the ulommin of ±itegration

L-s L~t {ot

- ha {..m 7()4K COY G~~

Similaxlyl

L tr r(0 ~ pxd
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I'at *.t- 1(z) dx) dt

vhose latogmi in equal to a double Jntegral over the

tria~ulr rg±i shown in Pig. 2v

x

a I

M- U

M :U. eat) G(t.-z)1(x)dx) dt ,for t r?

a i I4m a(x j I2rrist G(t..z)dt

- n 3P~x)U) 07( 'Y (y) dy,

replaced t-x by Ift

( a 3Am t(R)

where the reeion of integraticn R is oposed of the three

domains ACI,3 and C(D is te omplem t of D)
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in Fig. I.

LJ G(t-X)F(z)dz}

-W. US ac-Ct t ~ G(t-X)7(X)dx) dt

a Ji f 2k (X)dx fJc- 4"a(z+Y) G(y) dyr

where the rgi±A Of integration Rl is oaposed of the

threedomaitns A ( B9 C and Do

L j Jt.? G(t-X)1(x)dzj

- L ftFt).LfG(t)J - lin I (D)
k -Os

a L (?(t)} L f G(t)J

lIi;4Za dI-" ~~d 48 ±J.I (X)Idxuo

1~ -854f
4.p6

whr gvn

,im 2k4-o 7(~dx limzc-o P(-- x



for the convergence of e 7(x, 1 for a> b.

n L tp(t)) L.'{patjj

- i I ey G(Y)dy. I 5 (x)dx ( ft

J.3..1 -rpe5toxtia
-o ioey G(y)dy If US e.4 fi)dx

n L f t).L {G(t)} - L f I(t)J f*~ G(y) dy

Thus the proof is complete.

3. Applicatien

The above corollary in applied for finding the limit
distribution of one-at-a-time inter-demands under the
traneotians-reporting <qr> inventory system discussed
in (2) . It is assumed under the inventory system that
backorders ae allowed# lead time 7 is a constant, and
customer inter-arrival times with finite mean are independ-
ant and identically distributed (iid)o

Lot the sucossive inter-arrival times f Xi I i > I)
be defined asX tI  , X2 at 2 -t 1  "** X t - t

,.o Then, under the above assumptions, the integer-valued,
or oounting, process -Nt ; t > OJ in a renewal counting

process gsnexaed by { 3 . Denote by Sn the renewal
epoch of the n demand (the time of the nth renewal), so
that '1" 1 n a 0 1, 2, ,' *a Iare the partial sums of the
tent { --oos,, Oi, that ,

on xi (so _).
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In other worls, S" is the waiting tim to the n*6 demand.
Thus, the following relation in obtained;

Nt = Sup In I Sn C)

arid

P t t " n} " ,(t) - Pn I we)

where Fn(t) . p f Sn  < tj which denotes the n-fold
convolutica of 7 with itself so that

1Fn+1 Wt - Fn * F(t) - J. F, (t-x) d1(x)

f F(t-x) d316 (x) for n=1,2 ...... ,

(to1t1 for t > o).

Denote by L the moean inter-arrival time E ( X3.

Now, the next theorem in formed for the limit

distribution of D (t- t) under the < qr > system, whose
proof is done by use of the corollary developed in the
previous seotion.

Theorem 2

For the continuoue-review <Q r > inventor system
with backorders allowedp constant lead time Y ) 0 iid
oustomer inter-arrival times with finite mean, and units
demanded one at a tire,

lim PtDct_..yt) - kj
t-

n o k-, (y) " y - k (y) d + o Pk 1 (y)}dtj 1
/ for l,,ll 2..

de"and ( - x) dx , for -,o0.

Proof : Denote by Z+tr the time from t--1 until the first

demand subsequent to t-,T p that is,

&-. SH + % - (t -r)
t-4
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Then, under the stated assumptions, following two
Probability distributions can be found;

P { D (t,)k}

- f Pf Nr. k-11~ dP { Zt- 7  a]:3 for bal.2,s

I P...r >~j 9 for k Ot

and

- J (1-P(t-7-+..) dm(~)

where m(t) -E fNtj Fn M ~(

Thus, L (P{Dt.rt- kJ -L (PNt.N.r uk})

L(f P N.-mink-1I df4~ ZtJJ

LJ {Fkl-t'-)-k

t-T
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replacing t-.r+z by x,

ft7 fU f1'-1(t-X) - Fk (t-x)}jdp(x)

-$. fa... Il O ) kI (t- I Y)

t- -7.
Fk (t- -.. Ay) dP

replacing t- r+_ Lyy

8~kf Picy~f (Y) dyl

+G(,s ) X: (.s n

Ulsing Theorem I and Corollary 1

where P(13s) = j.e-t diF(t) vand

+ sfeyPic- (y)dy.. eskyd

=~~^(3 e( '~~ -1 yOy - eY F(yyy
f f.

AA

+ G ( -L s)
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lim jf{D(t.r t)= kJ lim So LCP{D(t It4ukj

A

--,. 1 - f (a)

liz G(ta)*f () + a G(t ' f (s) G(7 -a)!)

applying fiiospitalls rule

:lim GC. f~* i
: ,+o - " '(a)

Thus, the proof is complete, since

liz G (r 8)

Y- I (y)dy - 2 J?.(y)dy + J 'k+I (ywy

-Um f(s) = 1 , and
. s+¢

.im f J lim (-x) *"= f(x)dx E (x).

4. Conclusion

As long as the Laplace transfonm of a convolution is
known, its limit behaviors can be verified by use of the
LaplRce Transform Convolution Theorem. TFhis work shows,
however, that when convolutions have ionnegative parameters

t-i? for r. o, the corollary in section 2 should rather be

applied for the corresponding limit behaviors.
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<i 2 ' A . :,,, , * 4 . ..F1 \, , .. .t--. 4r ~ , -2 j . Jj C. . : _/ -,

The inventory problem treated in this study can also

be especially solved by using the so-called Key Renewal

Theorem (seeC 4) and ) 1
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LIAPUNOV TECHNIQUE FOR NONLINEAR PROCRAMIING

Prof. P. Venkata R+ and Dr. P.A. Janakiraman

ABSTRACT. This paper presents a new and unconventional
approach for locating the equilibrium point of a real-valued
nonlinear function of 'n' real variables. Most of the known
methods of search depend alrgely on the fact that the
stationary points of a function can be found by setting all
the first partial derivatives to zero. In the method proposed
here, the search is carried out on a positive-definite
Liapunov function of the gradients of the objective function
with respect to the independent variables. By extending rhe
concept of Asysmptotic Stability of a Sampled Data System,
a search method is developed which ensures that the Liapunov
function progressively decreases in the direction of
movement.

The method described in this paper is conceptually
different from the presently known methods and provides an
infallible and powerful alternative search technique for the
solution of even highly complex Nonlinear Progranumnig
Problems.

'Visiting Professor - Department of Electrical Engineering,
University of Singapore, SINGAPORE 5

@Lecturer -Department of Electrical Engineering, Indian

Institute of Technology, MADRAS - 36 (India)
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INTRODUCTION

This paper presents a new approach for locating the
equilibrium point of a real-valued nonlinear function of 'n'
real variables. In the method proposed here, the search is
carried out on a positive definite Liapunov Function of the
Gradients of the Objective Function with respect to the
independent variables. This method guarantees asymptotic
stability of the search movements.

1. THEORY

The general optimization problem including the effect
cf constraints if any, can be written as:

Optimize: F(X1, x2. . .. . ., xn ) (I)

In this method, a positive definite Liapunov Function is
constructed using the gradients of the Objective Function as
the state variables - X of the system under study.

2 2
For example: (a) V klg l + kg 2 " + ... kg2 (2)

1I - n n
or

n

(b) V ) k.. Abs(g i) (3)
i=l

where k. is +ve.

1

The new search point with respect to the base point is
determined in such a way that the Liapunov Function V
progressively decreases and eventually reaches zero,
asy1mptotically. In this new search strategy, divergence of
Lhe movements is discouraged.

One can use one-at-a-time Newton Raphson's method for
determining the increments for the state variables X so as
to minimize the V function. Here, the minimum is
identically equal to zero.

x.(new) = x.(old) + A x. (4)
1 1 1

n 2

V E ki gi: k. > 0

- 862-
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SV/6x. 2 E k. gj h. . where hi. 6gj/x i  (5)
1 j=! j ji Ji

V(new) = V(old) + (6V/6xi). Ax. (6)

Since V is to be reduced to zero,

Ax. = -o. V/(6V/6x i) (7)

a may be assumed to be either I or a unimodal search for the
values of a can be carried out so that one gets maximum
decrement in V. One can use any other standard search
procedure to drive the V function to zero. Incrementation
can be either done sequentially or simultaneously for all tLhe
state variables x.

2. IMPORTANT FEATURES

I. The V function can be changed after a few
iterations.

2. One can switch between two V functions cyclically
when steep ridges and valleys are encountered as
in Rosenbrock's problem.

3. PROBLEMS WITH CONSTRAINTS

Minimize: F X = (x i .... , x )
obj(X;1

Subject to: FL. >O; i = 1, 2. ...., P

and: FT. = 0; j = 1, 2. ...., q
j

The problem can be cast in Lagrange's form as:
q q

Minimize: P = Fob" + Z A.FT. - E A.FI.. (8)
j=1 J J i=J

Subject to the Khun-Tucker Conditions:

AiFL i = 0; A, >,0 and FT. 0 (9)

The vector X must be in the feasible region in the end. A
few of the FL. 's may be violated at the start or during the
search for Optimum. Such FL's are designated by FV.
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The Composite Liapunov Function V may be written as:

n 2 + 2 K q 2
V= Kg [.EFL + KT E FT.] +

rIr L i=1 1 j=1 j

Gradient Part Kuhn-Tucker Part

KV E FV 2 (10)
mini m

Violation Part

Where g 6P/6x ; KL > 0; KT > 0; KV > 0; K >0. (11)

The coefficients kr, KL, KT and KV may be cyclically changed,

once in a few iterations (about 2 or 3). Using V and SVi6x,
the step siz6 and the direction of movement can be determined.
For polynomial type objective function and constraints, short
general purpose programme can be written to get the
expressions for 6V/6x. Further, A. and A. increases the

:i

dimensionality of the problem. One must determine 6V/6A
also, to determine the value of incrementing X's. However,
these are easily determined because of the simplicity of the
construction of the V function.

4. NUMLRICAL EXAMPLE

Minimize: 2x1 + xI x2 + 3x2  (12)

x 2  - 3 >0 (13)

x1 + 2x2 -4 0 (14)

2 2 2 + X i FL 2
V Function = gi mi X + viol(m). Fm (15)

i=l m=
X viol (m) = I when FL m< 0

X (i)= 0 when FL >0

Xviol m) m

A problem oriented programme has been prepared and the result
obtained with the same is presented in Table I. To reduce
the computation time, the Liapunov Function is modified as:

-Z 2 2 22 m
V = K iZ(gi2) + KVL Z [X2(m) + X (m)]. FL2(m) (16)

m=v



The coefficients K and KVL are initially chosen in the ratiog

I A and cycled once in N iterations, i.e., after N iterations
K : KVL is changed to A : I. The results are presented ing

Table2. It may be noted that a cycling frequency of, once in
2 or 3 iterations gives a fast convergence.

A very large amplitude of vibration (A = 5) makes the
convergence rate small whereas a small amplitude of vibrations
(A = 1.5) does not cause any appreciable improvement in the
convergence rate. For good performance; 'A' in the range of
2 to 3 and N - 2 or 3 is recommended. The above technique
can be visualized as the counterpart of signal stabilization
method in nonlinear sampled data system for quenching limit
cycles.(4).

5. CONCLUSIONS

A new and flexible algorithm has been presented. The
motivation for developing this method was provided by the
desire to develop a satisfactory algorithm to solve problems
cast in the geometric programming-mode. It is hoped that
research workers engaged in the field of Optimization will
apply this new method to widely different disciplines to
test its utility and flexibility.
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The following problems have also been solved using
Liapunov Technique.

I. Objective Function: Y x I + x2  1 Ix2 x I '2

Solution: x, = -1.0; x 2 = 1.0; Y =-1.0

V Function Selected: g 2 2  g1 2

Initial Condition: x 0  0.3; x2  0.2

The Val~ue of the V function after one iteratica.; 3.86 1
Output at the 20th iteration:

-3
V = 0.4467.10

X,=-0.9903; x2 = -0.9901

y = -0.9999

CPU Time on IBM 370/155 =0.15 sec.

II. ROSENBROCK'S PROBLEM NO. 1

(a) Objective Function: Y = (X - 2 2)2 + (1 2) ~2

Solution: The minimum exists at: x 1.0;

V Function Selected: g 12 + g2 2+ g1g2

Initial Conditions: x 10 = 1.2; x 20 =1.0

The value of the V function after 25 iterations =0.1245

Output after 400 iterations:

V = 0.4576.10-4

X,=0.9076; x2 0.9921

y = 0.1527.10 -



III. ROSENBROCK'S PROBLEM NO. 2

Objective Function: Y 10I0(x~ - x 2 ) + (I XJ

Solution: x,=1.0; x 2  1.0; Y =0.0

V Function selected: A g 2+ g 2 + g

Initial Conditions: x 10  -1.2; x 0= -.

A = 0.3 and 1B=0.9. The values of A and B were
interchanged once in 25 iterations.

The value of the V Function for A =0.3 and B 0.9
after 25 iterations = 0.1948.10+1

Output after 3750 iterations:

V =0.1717.10-5

x, = 0.9914; x 2 =0.9957

Y = 0.1839 104
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Table 2

AMPLITUDE RATIO FREQUENCY NO. OF ITERATIONS
I : A I :N FOR CONVERGENCE

I1:2 1:1 30

1 :2 1:2 16

1 :2 1:3 48

1:3 1:1 26

1:3 1:2 14

1:3 1:3 18

1:4 1:1 27

1:4 1:2 32

1:4 1:3 36

When no cycling was done 25

Error in Prime Variables less than or equal to 0.1
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A SIGNAL FLOW GRAPH METHOD OF GOAL
PROGRAMMING MODEL

CHUL SOO LEE and GIL CHANG KIM

The Korea Advanced Institute of Science
P.O.Box 150. Chongyangni

Seoul, Korea

ABSTRACT. The rapid expenoion of computer diffusion, the
rapid rate development of software, and the increase of the
application of goal programming for decision problem of indus
trial and economic planning require an efficient algorithm or
method which must be systematic and dynamic. Recently many
graph theoretic approaches have been developed solving a
sparse system. But most of them are based on Gaussian elimi-
nation method. Most of the signal flow graph theory was ap-

plied for analysis of linear electronic network. This paper
presents a signal flow graph method for solving a goal pro-
grammi ng model.
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2

1. INTRODUCTION

1.1 Concepts of Goal Pr'ogramming(GP)

GP is a technique that is capable of handling decision
problems that. deal with a single goal with multiple subgoals.
Often, multiple goals of management are in conflict or anchiev-

able only at the expense of other goals. Futeinore, these
goals are incomiensurable. GP is a linear mathematical model
in which the optimtun attainment of goals achieved within the
given decision environments of the model, namely the choice
variable, constraints, and the objective function. Then, a
GP problem involving multiple conflicting goals can be for-

mulated as:
Minimize Z = Cd
Subject to AX +RdO (3)

X, d>O

where A and R are m r n and m x 2w matrices respectively;
d is a 2w-component column vector whose elements are

deviational variables, di-, di + such that:
0 +)

d =(dl-,d2. . .. . .. . . dm-; dl
+ , d2

. . . . .  m
c is a 2m-compoient row vector whose elements are
product of preemptive factors Pj and s for weight-
ing at the same priority level such that:
c = ( l Pjl, PJ2.......... , 2m'j2m). 41

1.2 Concepts of Signal Flow Graph

A signal flow graph S is a weighted oriented digraph which
stands in a one-to-one correspondence with a set of linear
equation. It consists of nodes and branches, interconnected
at nodes. The weight of a branch b is denoted by f(b).
A walk is an alternating sequence of nodes and branches, vo,
bi, vl, b2 . . . . . . bn, Vn in which each branch bi is Vi- l V1.
A path is a walk in which all nodes are distinct. A loop is
a path which has the same first and last nodes. The path gain
of a path is the product of the weights of the branches con-
stituting that poith. And the loop gain of a loop is the pro-
duct of the weights of branches constituting that loop. A
subgraph is said to be connected if, disregarding the branch
directions, it is possible to go) from a:W one node to atv
other node by only followinrg branches of the subgraphs Ss.

Theorm. For ticoa, system AX= b, ZC the coeffiient ,atri:
A of order n is non-si,,4ular, then the s.)lution .f ab we
linear equation i- givpn by
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Z__ f (Pk ~~ 1 + Z7) for) tlf,(.k
1i - Ii 1....,n~(4 t (

f(L~v) 2)

where Pk(n+ 1)- is the Kth Dath from source node(n+1) to
node i in S(Au); Lskt is the Sth subgraph of t(t> 0) node-
disjoint loops which are also node-disjoint with P~~~
in S(Au); Au is the qrgtiented matrix obtained fran A by
attaching -b to the right of A; And Lwv is the Wth subgraph
of V (V>O0) node-disjoint loops in S(Au). [2]

Above result is a basic solution concept for linear system by
signal flow graph. But it is difficult to manipulate the
signal. flar graph of GP model. A derivation of equation(2)
is made by the meaning of the summation of node-disjoint
.Loops and paths as follow:

Xi=Yn=Ij T. Ii Y \ A/A , for 1= 112,..In N

where /\ - lu f (LU)f " fTA(Lv) - "w f(Lw,) .......

f(Lu) is the loop gain of the uth loop the summa-
tion being taken, over all loops; f(Lv) is thle pro-
duct of the loop gains of all non-touching loops
taken two at a time, and f (LN) is the product of the
loop gains of all non-touching loops taken three at
a time, etc w3

Iis input bj, j=1,2...n; Tj is the summation which is
taken over all path from source node to node i; 7-k Ak is
the summation of cofactor 4~\ ; 6k is obtained by delet-
ing from _/ the loops touched by pathi P +1 )i for each
input i.

2. GRAPH THEORETICAL CONVMSION OF GP MODEL

To solve the GP problemi, GP model(l) is reformulated as
following

Maximize Z = -Cd

Subject to 5 m d ~ ~m l/rij(bi~ . a~. X +

ri~l id -2 rik dj~ X, d 2.0
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T
where Y (dl-, d2-,.... dm-) is a column vector whose elemen"
are basic variable. Then, the procedure from the GP to the
signal flow graph carry out following step:

1. Each variable in the vector X,d and Y is associated
one node.

2. With each constant (bi) is associated a node, a source
node.

3. For all i,j if f(i,j) O, there is a branch that orig-
nate at node j and terminate at node i, this branch is
assigned a weight - aij or - rij. If f(i,j)=O, no
branch is introduced.

4. A branch of unity weight joins the node associated
with bi to the i'h basic node, i=1, ...... , m.

5. The objective function goal Z is associated one node.
For each deviational variable d;(di=di-, i=1,2.... m;
di-di+, i= m+1, .... , 2m), if 8iPji = 0, there is a
branch that originates at node di and terminates at
node Z. This branch is assigned a weight- iJji.

If @iPji=O, no branch is introduced.

Above procedure satisfies the relationship of GP morel.
For example, consider following GP model [4.

Min Z= Pidl-+ P2 dl ++ 5P 3 d2 - + 3P 3d3-+ P4di

Subject to X! + X2 + d! +  + d + = (4(4)
X1 +d2- 70

X2  +d3- 45

dI + dl-- d1l 4 10

XiX 2,d-,d2-4d3-, dll-,d3 ,tIdn+ >0

Then, corresponding table form and signal flow graph in fol-
lowing:

Table 1. Initial TabLeau

Z -P4 -P2 -PI -5P3 -3P3
asi X2 dl+ dll+ dl- d2

- d3- dll- C F

8od - - -1 1 8O -1
70 d2- -1 70 -1
45 0d- -_ 15 0

-P1 1 1 -1

-- . no loop
P1 -- 3 L1

L% .... .. 1



d 4

dijd

Fi g. 1. The signal fl ow graphi of above GP model.

3. METHOD AND EXAMPE.

This method is an i terative method ffiat can obtain the op .
timat solution of GP model. Therefore, if the basic condition
of simplex method is~ satisfied [5] , optimaL. solution will be
found. The method is divided into several step. Fir.-t step
is to obtain vnlue of basic vnriables.

Procedure 1. Search all possible loops on the subgraph
Ss(ViD)[6]1 and paths -rcri source node to each basic node

On S-S(VB)- . Calckl'ate Z\ , k atnd TJ ill equa tion(3). V8

is Set of basic nodesr

InI f ig. tI ,thoi-v i s no I oop and pa th be tween tiny pax ir, of ba si1c
nodes on the sublyraph SS(V3). Then, .Ais 1. And vector C
(dl-,d2-,3,ll) (o 70, 45 10).- Second step Is -to de-

teinine entering and leaving variables. For detertuination of
onteringv and 1lcaving viables, it uses the same criterion
that the simplex method of O-P uses.

Procedure 2. (Detertmination of enterhng variable)
For every non-basi. node, search all possible piah froml
each non-bnsic node ',-, the goal node Z rund calculate their
pathi gains. TV' the path paoss througyh the basic node which
is contained somec loops in procedure 1, de&.ete that loop
and path gain fromi the summtion of path gain. B~uild
vector Cmj of which component is thec sumuiction of above paith
gnins.

Then, thore is no loop on the subgraph s(v1). Therefore,
eaci component of vector qCI is each summation of path gains
fraii etch non-basic node to the goal node. Hence 0j,1- ( X1,X2),
0.1 t dl P1 ' ')"3, P1* 1 'P, -Pl-P 4 , -P2" ) since X I is enlter-

ing variabke by entering eni torioa.[4] For detenination of

leaving variable, we must, search al I I possible path1 fromi node
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X, to each basic node and calculate their gains. Vector L=

(lll2,13,!,) (80,70,00, 00 ). Therefore, d2- is the

leaving variable.

Procedure 3. (Determination of leaving variable)

Let Xk be an entering variable. Search all possible path
frwcn Xk to each basic node and construct vector F of which
component is the stiumnation of above path gains for each
basic node. BuiLd vector , - ( 1..12 .... Im) 

= (Cl/-fl,

C2/-p2 ......... Cm/.-fi). Then, leaving v-.iable is bssic

variable of corresponding index K which is given by the
fol lowinr folmular;

index K - index of min ( Ci/-fi>O), i=l,2 ......, [5]
i

The next step is to revise tableau by the following pio-
cedure.

Procedure 4. (Building of revised tableau)
Tf there is not a branch from entering variable to leaving
vaiial)[e, it. is necessary that a row in the entering varn-
able is added up the row in tie leaving variable. Exchange
both columns and do not change the weight of branch from
entering variable to Leaving variable.
The otler col unns do not change. If the weight of new
ontering variable is not l, divide initial constant( xhs)
and aLL other weight in that row by the weight.

Row operation does not influence on linear independency of
GP and the deterininent of square matrix which consists of
basic variables. Therefore, in each step, tableau and signal
flow graph are given as follows:

Tnbl 2. 2nd s Lep tableau

TZ -5Pj -P_ P4 -P2 -PI -3P 3F - l - l

IC twisi d al d1 l dI - X d3- C I

8o I d - 0- o -1
'70 07- -lt0 X1 I -- 70

45 ~- - 45 -1

11) dll -l 1 10 3
,-_ P 1 - I I -I

P, -i no loop

o p -5 3 -

PA-8-6
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ICbscd2l - dl- xil'X X 3  4'1

(RXA)

0 dll . . -

FIg.2. The signal flow graph of table 2.

Table 3. 3rd step tableau

Z -5P3 -P1  -P4 -P2  -3P3
IC basi d2- dl- dl+ 11l X2 Xl d3- Id~l C F
80 X -1 1 -1 30 1

70 Xl1 - 70 0
45 d3 _1 -1 1 35 0

10 dll1  -1 --130 -1
P1 -1

P2  -i no loop

U P3  -2 -3 3

N P4  -

13.r

,m)C )<
"'S .. -P1$..

Fig.3. The signal flow iraph of table 3.
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The last step is to deternine whether the solution is optimal.

That condition is the following;

Fxamine thie Cm(Zj-Cj) coefficient for that row. If there

are positive Cm(Zj-6j) value in the row, determine whether

there are negative Cm(Zj- Cj) values at a higher priority

value for the positive Cm( Zj-Cj) values in the row of in-
terests, the solution is optimal. [41

In table 4, Cm( .7j-Cj) coefficient satisfy above condition.

Therefore, the optimum solution is X1 =70, X2=20, dl+= 0, df--
25.

Table 4. Final tableau

Z -5P -P -P2 -3P3 -P4

IC basi. d2- dl- dll- dll'IX2 XI d3- dl C F

80 X2  -1 -I 1 20

70 X1  -l 70

45 d3- -1 25

10 dl+ -I 1 I0

--- P1  -I

P 2 -
QP 3 -2 -3 -3 3

N P4 -

-5

(o) (49 el
(,i ,\ ''Z 'I 3

N. CX .-.

Fig.4. The signal flow graph of table 4.
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This method is also useful for post-optimal sensitivity
analysis of GP model. Sensitivity analysis in CIP is divided
into five categories. [d]

Type 1. Change in resources or goal level.s(bi)
Ty-pe 2. Change in technological. coefficient(aij)
Type 3. Addition of a new constraint and goal
Type 4. Addition of a new variable
Type 5. Change in priority variabl e

Sensitivity analysis for above five categories is very simple
in signal flow graph method. Any loop and path do not change
in type 1. The product of patlh gain and the difference(bi-
bi) will be added up to the value of basic variable of which
resource is changed. In type 2, all loops and paths do nob
change. If the technclogical coefficient aj is changed by
a , only the gain of paths which are touchen with the branch
are changed on the subgraph Ss(VB). If a final node of a path
which is through the branch is contained the basic variables,
the value of the basic variable is changed. Additior of a new
variable or a new constraint may also involve change in the
objective function, technological coefficients, and constant
of the basic variables. And some new nodes and branches are
aaded to the final signal flow graph. If there is no altered
loops, the. result is calcuLated by simi tar procedures of type
I or type 2. But if the loops are altered, this case is more
cowplex than other types. In type 5, if all priority factors
are changed and constraints are not changed, the vector Cm
(Zj-Cj) is recalculated in final graph. And then the solu-
tion is not optimal, more iteration is necessary. Specially,
we design an interactive caputer based algorithi for sen-
sitivity analysis for GP. Therefore, any type of sensitivity
analysis is possible.

4. DISCUSSION

A GTP model is a large sparse linear system. This signal
flow graph method is more useful for large sparse system.
Because large sparse system has many -.ero coefficients and
the zero coefficients are associated :zero weiahited branches,
those branches can be deleted in a signal flow graph. There-
fore, this method requires less computer memory thian simplex
method [4]. This method does not require to build inverse
-matrix of basic variables. So the number of multip.ication
and division is less than those of simplex method. Also it in
simple to build revised tableau. But this method has a ,,e'ak
point which is the searching of loops and paths in the signal
flow graph. But the interconnection of basic variables are
not complex. Therefore, the number of loops is l immi ted due
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to the reasous g i ven above. If more efficient aligorithm for
searching loops and paths is deveioped, this method is more effi
efficienti than simplex method in teris of coAnputer memorv and
excultion time.
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MANAGEMENT ISSUES AND DECISIONS IN
ARMOR COEAS* AND STUDIES

THOMAS B. CAVIN

US ARMY TRADOC SYSTEMS ANALYSIS ACTIVITY
WHITE SANDS MISSILE RANGE

NEW MEXICO

ABSTRACT. Armor System COEAs and studies encompass many
activities. During the development of the study plan and
execution of the study, a study manager must make many
decisions regarding each activity which can impact the study

results. This paper identifies the required decisions and
discusses the advantages and disadvantages of options. Deci-

sions made in recent armor COEAs and studies are reviewed,
and trends in decision making are identified. The decisions
selected for discussion include:

i. Determining the scenarios and force levels to be

evaluated.

{2. Selecting a combat model.

3. Choosing the measures of effectiveness (HOEs).

4. Identifying the systems to be included in the MOEs.

5. Choosing analysis points.

6. Selecting the cost analysis methodology.

7. Determining cost effectiveness relationships.

8. Identifying separate analyses to be conducted.

9. Summing the results and selecting the preferred
alternatives.

*Cost and Operational Effectiveness Analyses (COEAs).
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COEAs and studies reviewed are for tanks, APC's, and AT
vehicles. Exact rules or mathematical techniques for making
decisions are not included, rather guidelines and considera-
tions are presented. A philosophy or way of thinking is
encouraged.
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1. INTROJDUCTIONI

1.1. General

Armor System Cost and Operational Effectiveness Analyses
(COEAs) and studies encompass many activities. During the
development of the study plan and execution of the study, a
study manager must make decisions regarding each activity
which can impact the study results. This paper identifies
the required decisions and disctsses the advantages and
disadvantages of options. Decisions made in past COEAs are
reviewed, and trends in decision making are identified.
Throughout this discussion, the term s~udy is used in a broad
sense to include both COEAs and studies having the general
objective of determining cost and operational effectiveness.

1.2. Background

COEAs consist of operational effectiveness and cost
analyses of alternatives to determine the extent they meet
the Army's needs. Alternatives are usually rank ordered and
a preferred alternative may be selected. The US Army Train-
ing and Doctrine Command (TRADOC) has the responsibility for
conducting COEAs for the US Army. The TRADOC Systems
Analysis Activity (TRASANA) performs most of the analytical
work on COEAs for TRADOC. COEAs are performed in accordance
with TRADOC requirement documents. These documents provide
requirements and gener - information for performing COEAs
but it is left to the study mauager to provide the detailed
on-the-spot direction necessary to conduct the study.

1.3. Study Alternatives

Soon after the need for a COEA has been identified, an
initial list of alternatives is provided to TRADOC by Depart-
ment of the Army. The alternatives may be comprised of
equipment systems, organizational schemes, or a combination
of these. The final list of alternatives is a result of
deliberation of study participants and a Study Advisoty
Group (SAG) which is convened to advise and guide the study
members.

1.4. Management Decisions

The planning and execution of the study methodology may
be initiated once the alternatives have been identified.
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Listed below are the decisions and choices which must be
made by the study manager. Each decision is discussed in
the paper.

1. D termining scenarios and force levels to be

evaluated.

2. Selecting a combat model.

3. Choosing measures of effectiveness (MOE).

4. Identifying systems to be included in MOE.

5. Choosing an analysis point.

6. Selecting a cost analysis methodology.

7. Determining cost effectiveness relationships.

8. Identifying separate analyses.

9. Summing results and selecting a preferred alterna-
tive.

1.5. Recent Armor Studies

During the last four years, six major armor COEAs and
studies have been performed. These studies are reviewed in
the paper to show the decisions and choices which were made
relative to the activities discussed earlier. Figure 1
shows the time frames of these and succeeding studies that
are germane to trends discussed in later paragraphs. The
analytical agency that performed most of the analyses for
each study is identified in Table 1.
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APC COEA

AT VEHICLE
COEA

APC
STUDY 1'

APC
STUDY 2'

TANK COEA

TANK COEA

Update

1975 1976 1977 1978 1979

FIGURE 1 RECENT COEAs AND STUDIES

TABLE I

PRIMARY ANALYTICAL AGENCIES

COEA/STUDY PRIMARY ANALYTICAL AGENCY

TANK COEA Concepts Analysis Activity (CAA)

APC COEA TRASANA

AT VEHICLE COEA TRASANA

APC STUDY I CAA/TRASANA*

APC STUDY 2 TRASANA

TANK COEA Update TRASANA

*Both agencies listed since both conducted significant

portions of the analysis on which the study is based.
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2. ORGANIZATION LEVELS AND SCENARIOS

2.1. Introduction

One of the first decisions a study manager makes rela-
tive to combat modeling is to determine the set of combat

scenarios in which alternative-equipped forces are to be

examined. This decision involves organizational levels,
types of operations in which the alternatives are to be

evaluated, and types of terrain over which the operations
are to be conducted. The decision is important because the

alternatives must be analyzed across a large enough portion
of the spectrum to insure that any performance gaps or

shortcomings of the alternative are not overlooked.

2.2. Background

With the currently available combat models, the lower

the level of the organization being simulated, i.e., company

and battalion, the more detailed and higher fidelity the
models. The division-level models may use the results of
high-resolution lower-level models for determining battle

outcomes in the division game. The high-resolution lower-
level model outcomes are adjusted for the different force

compositions and force ratios needed for the division game.

This is done by interpolating from the results of a library

of runs conducted with the high-resolution lower-level force
models or by re-allocating the firepower within a single

scenario to generate the outcome for situations needed.
TRASANA is currently using the latter technique with a

re-allocation program titled COMANEX. Consequently, a
higher-level model is somewhat less exact in results than a
high-resolution lower-level model since the tactics are

portrayed more realistically for the exact situation in the

high-resolution scenarios and would not be entirely applic-
able for the interpolated or re-a'located situations. High-

resolution lower-level simulatioi must be available before
a division evaluation can be performed with the Division

Battle Model (DBM).

2.3. Division Analysis Considerations

A division-level analysis does provide results, although

with less resolution, over a range of attacker/defender

force ratios and force mixes (tank heavy, mechanized-

infantry heavy, and balanced). This, to a certain extent,
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tends to weight the scenarios as they might occur in a divi-
sion battle. Another advantage of a division evaluation is
the ability to evaluate the mobility of a system moving, as

part of a force, to a critical blocking, reserve, or alter-
nate battle position. Also, differences in effectiveness of

alternative equipped forces observed at lower organizational

levels may not be observed in a division level evaluation,
since differences in capabilities of alternatives may be

compensated for by the skillful employment of forces. An

example of this might be the application of reserve strength
to areas that might be weakened when a less effective alter-
native is present in the force.

2.4. Scenario Considerations

The decision of which scenarios to use for the various
force organizational levels must also be made. Choices
include offensive/defensive scenarios and the types of

terrain for each. If only defensive or offensive scenarios
were evaluated there is a possibility of recommending a
weapon sys-em on the basis of its performance in only that
one role. This would not be appropriate if in actual use

the system is required to conduct both offensive and defen-

sive operations. The same is true of terrain. Care must be
taken to preclude the preference of a system evaluated in a

single type of terrain when operationally it must be used in

various types of terrain.

2.5. Combat Models and Terrain

TRADOC now has a selection of simulations and wargames

for different organizational levels. Also, a large amount
of different types of terrain has recently been digitized.
Consequently, from early 1978 on these can no longer be con-

sidered limiting factors. Computer models and wargames will
be discussed in additional detail in the following chaptei.

2.6. Review of Scenarios Used In Recent Armor Studies

The organizational levels and scenarios that were used
foe analyses in recent studies arte presented in Table 2.
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TABLE 2

SELECTED FORCE LEVEL SCENARIOS

CO TM/BN TF CAVALRY/SCOUT

CNTR- MVMT COVER THEATER/
COEA/STUDY DEF ATK ATK TO CON FORCE DIV CORPS

TANK COEA X X X X

APC COEA X X X X X X

AT VEHICLE X
COEA

APCSTD X X X X
STUDYl I

APC
STUDY 2 X X X X X

TANK COEA X X
UPDATE

An examination of the table indicates that study managers are
conducting both attack and defend scenarios at the CO TM/BN
TF level with high resolution models. Also, the trend in
more recent studies is to conduct a division level battle to
determine if the effectiveness differences observed at lower
organizational levels are also present at the division level
where various force ratios and compositions are utilized and
where there is more freedom for the commander to compensate
for the various alternatives. There is also a trend not to
rely on one type of terrain but rather to evaluate the alter-
native equipped forces in different types of terrain.

3. SELECTING COMBAT MODELS/WARGAMES

3.1. Introduction

The analysis tools for performing the force-on-force
combat modeling must be chosen after the organizational
levels and tactical scenarios have been selected. The choice
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of the appropriate #nalysis tool is important since it must
be able to faithfully represent the performance differences
of the systems being evaluated. The combat simulations and

wargames currently available in the TRADOC inventory and the
organization levels for which they are used are listed in
Table 3.

TABLE 3

MODELS/WARGAMES AVAILABLE BY LEVEL OF EVALUATION

ORGANIZATION LEVEL COMBAT SIMULATION WARGAME

Company TM/Battalion TF CARMONETTE BATTLE

DYNTACS CI B

TRACOM

Division DBM*

Theater CEM**

*Uees CARMONETTE results for individual bat:tle outcomes

within the division battle.

**Not in TRADOC Inventory; Resides at CAA.

3.2. Model and Wargame Descriptions

A brief description of each model and wargame is pre-

sented below:

3.2.1. CARMONETTE - A Monte Carlo, event-sequenced,
battalion-level armored combat model which can simulate a
realistic engagement between two combined arms force,, [or up
to one hour of battle time.

3.2.2. Dynamic Tactical Simulator (DYNTACS-X) - A two-sided,
smal 1-unit, high-resolution, dynamic, Monte Carlo, event-
sequenced, highly interactive, land combat simulat ion. The
model can represent battalion- or smal ler-size armor and
mechanized units.
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3.2.3. TRACOM - A deterministic (expected value) type
battle model des igned for simulating force-on-force tank/
antitank engagements between battalion-size units.

3.2.4. Bat ta lion Analyzer and Tact ical r rainer for Local
Engagemen( s ( BATTILE ) - Ali open, two-sided, compu ter-
ass is ted, Monte Carlo, manualI wargame p layed on a thiree-
dimensijonal terrain board. 'rthe wargame call simulate situa-
t ions involving two oppos ing tanks up to a battalion task
force (including di smounted infantry) opposed by at divi si on.

3.2.5. Close-in Battle (CIB) - Ani open, two-sided,
computer-ass is ted manualI wargame * It is played onl a two-
dimiis iona 1, f hit ened, hexagonal-grid game board and hias
reso mt ion (own to the fire team level.

3.2.6. Division B1,Ittle Model (1)BM - A manually operated,
computer-ass is ted wa rgame designed to evaluate a divi sion-
size unit against appropriate opponents in varying tactical
Situat ions-. 'rthe model provides results of combat inter-
act ions involving company-s ize ground e lements , supporting
fires, and individual aircraft.

3.2.?. Concepts Eva luat ion Model (CEM) - A fully automated
deterministic computer s imulat ion of theater-level non-
nuc lear warfare. The model was develIop)ed as anl Analytical
aid for addressing theat er force structure problems.

3.3. Scenario Setup and Product ion Times

Nom inalI times for set t ing up tile scenlarios and conduct ing
tile s imu I'at ions, and wa rgame s tori the ana ly t ical tools of the
TRAI)OC c ommun i ty are shiown in Table 4.



'TABLE 4

SCENARIO DEVELOPMENT AND PLAY TINE

DEVELOP/CIE.CKOUT CONDUCT SIMULATIONS
SIMULATION SCENAR I OS (ComPuTER TIME)

CARMONETTE 6-) months 3-6 hours

DYNTACS 6-9 months 20 hours1

TRACOM- 6 months 40 minutes

TRAIN PLAYERS
WARGAME AND CONTROLLERS CONI)UCT WARGAMES

BATTLE 1-3 weeks 4-5 weeks
3

CIB I week 6-8 weeks 3

DBM 1 week 10-12 weeks
3

1Twenty replications.
2 TRACOM is only run for one replication since it is a
deterministic model.

3Six replications.

3.4. Simulation and Wargame Considerations

Some of the required choices are whether to use simula-
tions or wargames to perform the analyses and, if using
simulations, whether to use deterministic or stochastic
models. The wargames have the advantage of more freedom of
maneuver, good visibility into the game itself, and little
required scenario preparation time. The disadvantages arc
that they require tying up a group of personnel over a some-
what lengthy period of time. This time is required to train
the players and control personnel and conduct the necessary
number of replications of the battle required for statist ical
analyses. Furthermore, a learning process can occasionally
be introduced into the results of the game if the same
players are used for each replication; therefore, unless
adequate precaut ions are tWken, the replications would not be
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independent trials. There also appears to be a tendency
among some decision makers to lend more credibility to
simulations than to wargames because there is less player
inf luence and subjectivity in the simulations. The point is
debatable, of course, but there is some agreement that the
replications of the simulations are independent trials, and

the alternatives are usually given more equal treatment in
simulations than in games.

3.5. Stochastic and Deterministic Model Considerations

If the decision is made to conduct computer simulations,
the choice must be made between the use of deterministic or

stochastic models. The deterministic models generally run

faster since additional replications are not required; how-
ever, since they are usually based on differential equations

of combat, they are more abstract than the stochastic
models. In stochastic models, each event such as detection,

firing, and killing of individual systems is a discrete
event. Each event is available and may be examined individ-
ually by an analyst; consequently the stochastic models pro-

vide greater visibility into the conduct of the battle.

Also, because of the discrete feature of the events, the
cause and effect relitionships are easier to understand and
the results are easier to interpret. The stochastic models,

however, run longer and thus require more computer time
since a number of replications are required to conduct
st itistical analyses. In addition to those previously

ment'ioned, the advantage of computer simulations is that

once the battle is set up on the machine, any number of
replications can be conducted (the deterministic simulations
only require one run per alternative). A disadvantage is
that the simulations require considerable time to prepare

the scenarios and adjust them until the desired battle
tactics are portrayed. Generally, tactics may be represented
more exactly in a wargame then in a simulation. Also, the

simulations, comprised of digital code, are difficult to

modify and debug when modifications are necessary and are
"down" when debugging is required. They also must compete

for computer resources with an Activity's other studies.

3.6. DBI-1 CARMONETTE Interface

As stated previously, running the DBM wargame requires
the. results of a high resolution simulation to represent thle
individual unit battles within the division battle. It is

currently programmed to use the output from CARMONETTE;
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therefore, if a decision is made to use DBM for the division
battle, the CARMONETTE results from a previous study must be
available and applicable for adaptation to the study or a
library of CARMONETTE battles must be generated specifically
for the study.

3.7 Additional Considerations

There are also other considerations in the selection of
a simulation which have to do with the fidelity of various
features within the model and which depend on the alterna-
tives being examined. For example, if there is a signifi-
cant difference in mobility between alternatives, then a
model should be used which can faithfully reproduce the
mobility differences. Other alternative features that must
be considered relative to model capabilities are lethality,
vulnerability, exposed area, command and control, etc.

3.8 Review of Models Used in Recent Armor Studies

The major models and wargames that were used in the
studies being reviewed are shown in Table 5. An examination
of the table shows that most of the recent studies have
depended on simulations at the Co team/Bn TF level and some
also include a division battle. The wargames, when used,
were for supplementing the high resolution simulations which,
in many cases, could not examine the specific feature of
interest of the alternative. They were also used in some
instances where sufficient time was not available to develop
and check out a scenario, and the wargames were run in
parallel to meet a deadline. The simulations were usually
considered to be the main analytical tools. Relative to the
high resolution models, the trend is for study managers to
lean more toward the more transparent stochastic models and
away from the more abstract deterministic models.
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TABLE 5

SELECTED MODELS/WARGAMES

COMPANY TEAM/BATTALION TASK FORCE DIV THEATER

STUDY CARMONETTE DYNTACS TRACOM BATTLE CIB DBM CEM

TANK COEA X X X

APC COEA X X X

AT VEH.

COEA 
X

APC

STUDY 1 x x

APC

STUDY 2 x x x x x

TANK COEI

Update 
X

4. CHOICE OF MEASURES OF EFFECTIVENESS

4.1. General

Measures of effectiveness (MOEs) are used for comparing

the performance of one alternative with that of another. The
choice and proper use of MOEs are important since they form
the basis for the conclusions and recommendations that are
presented to the decision makers. The choice of an inappro-
priate MOE can invalidate the comparisons of performance
between alternatives, which in turn can lead to misinterpre-
tation of results and to erroneous decisions. Some of the
MOEs commonly used in armor studies are defined below.
Battle trend is also important since it provides an indica-
tion of which side is considered to be winning the battle.

Loss Exchange Ratio (LER)

ORANGE SYSTEM LOSSES
BLUE SYSTEM LOSSES
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Fractional Exchange Ratio (FER)

PERCENT ORANGE SYSTEM LOSSES (2)

PERCENT BLUE SYSTEM LOSSES

ORANGE SYSTEM LOSSES

TOTAL INITIAL ORANGE SYSTEMS (3)
BLUE SYSTEM LOSSES

TOTAL INITIAL BLUE SYSTEMS

LER

INITIAL FORCE RATIO

Specific Exchange Ratio (SER)

TOTAL ORANGE SYSTEMS KILLED BY BLUE SYSTEM (
TOTAL BLUE SYSTEM KILLED BY ANY ORANGE SYSTEM

System Contribution (SC)

ORANGE SYSTEMS KILLED BY BLUE SYSTEM i (6)
TOTAL ORANGE SYSTEM LOSSES

The LER and FER are force--type MOEs which describe how well

the forces performed when equipped with the study alterna-
tives in a combined arms scenario. The SER and SC are

measures of system effectiveness which measure how well that

type of system performed in the same environment.

4.2. Review of MOEs Used in Recent Armor Studies

A compilation of the MOEs that were used in each study
identified in this paper is shown in Table 6.
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TABLE 6

MOEs FOR SELECTED STUDIES

COEA/STUDY LER FER SER SC

TANK COEA X X

APC COEA X X

AT VEil. COEA X X X

APC STUDY 1 X X X

APC STUDY 2 X X X X

TANK COEA X X X X
Update

Most study managers agree that force HOEs are the more impor-
tant since they describe how effectively a force performed
when it was equipped with the various alternatives. Systems
fight as members of a force and how they enhance or detract
from force effectiveness is the crux of the matter, not how
the performance of one system compares with that of another
when considered in isolation. This is the very reason why
the effectiveness models being used today play two opposing
combined arms forces.

4.3. Force Level MOEs

Study managers currently prefer the FER to the LER (it
is simply the LER multiplied by a constant multiplier, the
inverse of the initial force ratio). The FER can be more
directly interpreted by decision makers since the force can
generally be interpreted as winning the battle if FER > 1
and normally losing the battle if FER < 1. This is not as
apparent when using the LER. For example, a defensive force
achieving a favorable LER of 4:1 would be considered to be
doing well; however, if the offensive force began the
assault with an initial force ratio of 6:1, the battle trend
would still favor the offense.

4.4. System Level HOEs

The SER and SC are primarily system-type HOEs that are
used to gain insights regarding the system's performance
within the force. Occasionally, there is a tendency among
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study members to use system level MOEs when they cannot

discriminate between alternative systems with force level
MOEs. This tendency can lead to erroneous conclusions, as
evidenced by the following example: A situation might exist
where the SC is 3:1 for Alternative 1 and 4.5:1 for Alterna-

tive 2. If the SC were used as the primary study MOE,
System 2 would be considered 50 percent more effective than
System I. The FER for the two forces containing the

systems, however, might be equal. Therefore, the force was

not actually enhanced by System 2.

4.5. Other MOEs

Many other MOEs are available and are occasionally
advocated by study members. These might be ammunition

expenditure, rounds fired, casualties, or movement rates.
All of these results are useful and their study will nor-
mally aid in explaining study results and cause and effect

relationships. Most study manageis agree, however, that
this is where their utility lies and not in comparing the

effectiveness of one system with that of another. This

comparison should be made with force-type MOEs.

5. SYSTEMS INCLUDED IN MEASURES OF EFFECTIVENESS

5.1. Introduction

Once the study MOEs have been selected, the decision
must be made as to which systems will be included in the
calculations. This decision is important since the inclu-

sion or omission of various systems may result in different

MOE values.

5.2. Calculations of Measures of Effectiveness

The MOE values are obtained using Equations (1), (2),
(5), and (6) defined in paragraph 4.1. and using the data
from the killer-victim (K-V) scoreboards. These scoreboards
are developed using data from a combat model. An example of

the K-V scoreboards is shown in Table 7.
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TABLE 7

SAMPLE K-V SCOREBOARD

ORANGE (OFFENSE) VICTIM

BLUE (DEFENSE) DEDICATED I HELl-
KILLER TANK AT SYS APC MAW COPTERILAW TOTAL

Tank 15 3 5 23

Dedicated AT Sys 5 2 3 10

APC 10 2 10 22

MAW 3 2 5

Helicopter 10 3 5 18

LAW

Mines 3 2 5

Artillery 10 4 5 19

AD Weapons 6 6

Total 56 14 32 6 108

BLUE (DEFENSE) VICTIM

ORANGE (OFFENSE) DEDICATED HELl-
KILLER TANK AT SYS APC MAW COPTER TOTAL

Tank 3 1 2 2 8

Dedicated AT Sys 1 1 2

APC 1 2 1 2 6

Helicopter 2 2 4

Artillery 1 1 2 1 5

AD Weapon 1 1

Total 8 4 8 5 1 26

The K-V scoreboard tables contain the victim counts to be
used in the MOEs. The controversy regarding which systems
to count in MOEs is not which killers to count but which
systems to count as victims. All systems are considered
killers, but only the victims are summed and used in the MOE
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calculations. It is the study manager's decision as to

which systems to use for the calculations.

5.3. Initial Force Ratio

The same systems used in the MOE calculations are used
for determining the initial force ratio before the battle
starts. Examples of an initial force ratio tabulation and
of a set of MOE calculations are shown in Figures 2 and 3.
The data used in the calculations are from the Table 7 K-V
scoreboards. The initial force ratio discussed earlier is
the constant that relates FER to LER in Equation (4) of
paragraph 4.1.

BLUE ORANGE

12 Tanks 100 Tanks

15 APC 50 APC

10 Dedicated AT 30 Dedicated AT

14 MAW

51 Total 180 Total

Initial Force Ratio = 180 = 3.5351

FIGURE 2 INITIAL FORCE RATIO

108_
LER -- 4.15

26

60%
FER =  1- = 1.1851%

SER (Blue Tanks) = 83= 2.888

SC (Blue Tanks) = 23 = 21%
108

FIGURE 3 SAMPLE MOE CALCULATIONS

The numerator and denominator of the initial force ratio
represent combat power before the battle starts. The losses
in the FERs represent losses of combat power suffered by the
adversaries as a result of the battle.
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5.4. Review of Systems Used in Recent Armor Studies

The systems counted in the MOEs and initial force ratios
for the studies addressed in Lhis paper are shown in Table 8.

TABLE 8

SELECTED SYSTEMS FOR MOE

TANKS DEDICATED ATOM IFV MAW LAW AAH OTHER

TANK COEA x X X X **

APC COEA XX X* **

AT VEH. COEA X X X **

APC STUDY I X **

APC STUDY 2 X X X X X X

TANK COEA x x x x
UPDATE

*Short range dismounted scenario only.

**Not played in scenario.

Most study managers agree that, in armor studies, major
direct-fire tank and antitank systems are the systems that
should be used in MOEs. There are advocates, however, for
including medium-range antitank weapons (MAWs) and these
have been included in some recent armor studies. When
analyzing short-range scenarios that are characterized by
close terrain and dismounted infantry combat, there are
advocates for including short-range antitank weapons in the
MOE calculations. They were used in one TANK COEA and in
one scenario of the APC COEA. Advocates for including
medium- and short-range weapons state that the systems can
and do kill at the scenario battle ranges and in these
scenarios they do achieve some kills. The author proposes
that a broader interpretation of loss of combat power be
taken beyond the immediate battle being analyzed. Combat
power is then the ability to fight not only in a specific
hind of battle in a specific type of terrain but in prior
and succeeding battles, both defensive and offensive in
nature, and in different types of terrain to include close,
moderate, and open. It is further proposed that this inter-
pretation be used for all scenarios in the study. The
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systems that would be counted in armor studies then would be

direct-fire tank and antitank systems which are effective at

long and short ranges in defensive and offensive operations.

5.5. Summary

The choice of which systems to include in MOE calcula-

tions lies initially with the study manager and finally with

the reviewers and decision makers using the study results.

If there are strong arguments for including or excluding a

system in the MOEs, then the study manager is urged to

calculate the results with and without that system so that

its impact on the study results is available and open to

review.

6. CHOICE OF AN ANALYSIS POINT

6.1. General

An analysis point must be selected after the combat simu-
lations or wargames are completed and after the tacticians

and analysts are both satisfied with the correctness of tac-

tics, equal treatment of alternatives, and fidelity of the

battle. This is the point at which the K-V scoreboards are

constructed, system losses are totaled, and MOE calculations

are made. Some of the choices for selecting analysis points

are:

I. Equal time.

2. Equal ORANGE or BLUE losses (Z).

3. End of game.

4. Tactical considerations.

(i) Mission completion.

(ii) Mission abort.

None of the above listed analysis points is applicable for

every situation but any may be correct for any given specific
situation.

6.2. Time Plot

A time plot of the MOE is o'ten a useful tool since it

provides a visual indication of what is happening in the

~- 901-
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battle for each of the various alternatives, both sirvly and
in unison. An examination of the plot can keep the study
manager from selecting a non-appropriate analysis point which
would lead to incorrect comparisons of alternative results.
A sample time plot for a single alternative, presented in
Figure 4, is annotated at significant events to describe what
is happening in the simulated battle at that time.

51 20

0 4 DIRECT FIRE 15
EXCHANGE

MINOR ALTERNATE DEFENSIVE 10 a
AMBUSH POSITION EXCHANGE r2 oX

5 W

$4 1.18
0 0

0
TIME

FIGURE 4 ANNOTATED MOE PLOT

6.3 Analysis Points

Time plots of several alternatives for the same battle
are presented in Figures 5 and 6. A study of alternatives
with equal mobility and different effectiveness is presented
in Figure 5, and study results where vehicle alternatives
have different mobility and effectiveness are shown in
Figure 6.

1



~EQUAL TIME

ANALYSIS POINT

HOE

TIME

FIGURE 5 MOE PLOT OF EQUAL MOBILITY, DIFFERENT
EFFECTIVENESS ALTERNATIVES

*60% Orange Losses

Analysis Point

MOE

TIME

FIGURE 6 MOE PLOT OF DIFFERENT MOBILITY AND
EFFECTIVENESS ALTERNATIVES
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6.3.1. Equal Time Analysis Point

An examination of Figures 5 and 6 shows that an equal-
time analysis point may be appropriate for the case with
equal mobility alternatives (Figure 5) but not for the case
where the alternatives have different mobilities (Figure 6).
Some of the other considerations for the selection of an
equal-time analysis point are that all major weapons have
been exercised, the defenders have fallen back and are
fighting from their final defensive positions, or the
attacker is within a specified distance from the defender.
The point should not be selected at or subsequent to the
time of collapse of either the offensive or defensive forces.
The collapse situation is discussed in subparagraph 6.3.3.

6.3.2. Equal Percentage Losses Analysis Point

An appropriate analysis point for the case with different
mobility alternatives might be at a point where an equal
percentage of either ORANGE or BLUE losses occ:zr. The same
general principles pertaining to the selection of an equal-
time analysis point, discussed above, would also apply to
the equal-percentage-losses analysis point. An example of
this type analysis point is annotated in Figure 6. Values
that have been used in many recent studies vary between 60
and 80 percent losses.

6.3.3. End of Battle Analysis Points

Two force exchange ratio time plots are shown in Figure
7. One trace is for a force equipped with an effective
alternative and the second is for the same force equipped
with a relatively ineffective alternative. These situations
are annotated in the two traces. The offense collapses with
the first alternative (effective candidate) in the force
(Case 1). This is shown on the trace by the rapidly
increasing force exchange ratio toward the end of the battle.
The defense collapses with the second alternative (relatively
ineffective candidate) in the force, (Case 2). This is seen
on the plot in the rapidly decreasing exchange ratio. If
the analysis points were selected in the collapse region, a
manager trying to measure the difference in performance of
the forces with these two alternatives would obtain different
results. In this situation, another alternate approach
would be to determine the percent of losses inflicted on
the offense by the defensive force when equipped with its
weakest alternative at a point just before the defense

-904-



.70. .

collapsed. This point could then be used as the equal-
percentage-offensive losses analysis point for all alter-
natives. This point is shown on the force exchange ratio
plots in Figure 7. A major factor that must be taken into
consideration in this situation, when considering the
results, is that one alternative present in the force
provided a win while the other alternative present in the
force resulted in a loss.

*55% Orange Losses
Analysis Point

Collapse
Region

Case 1

MOE inning
Force

Case 2

V/1 I Force
I I

TIME

FIGURE 7 MOE PLOT OF WINNING AND
AND LOSING FORCES

6.4. Echelon Defense Analysis Point

Another situation that sometimes arises is where the
defense is organized in echelons and a "fight and die in
place" philosophy is adopted. In this instance, multiple
analysis points are usually used, i.e., one for each echelon.
Some analysis points that have been used in the past for this
situation are the times at which each of the initial echelons
were overrun. The final analysis point was a percentage-
losses-type analysis point for the force occupying the final
defensive position.

6.5. Review of Analysis Points Used In Rocent Armor Studies

A summary of the analysis points that have been used by
study managers in recent armor studies is shown in Table 9.
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TABLE 9

SUMMARY OF ANALYSIS POINTS

FROM RECENT ARMOR STUDIES

60% TO 80% ORANGE MISSION
. ..... EQUAL TIME BLUE LOSSES COMPLETION

TANK COEA X

APC COEA X X

AT VEH. X X
COEA

APC STUDY 1 X X

APC STUDY 2 X

TANK COEA
UPDATE _ I
An examination of the table shows that a variety of analysis
points have been used. There appears to be no trend or hard
and fast rules; instead, each point is chosen depending on the
specific situation and the considerations discussed.

7. SELECTING COST ANALYSIS METHODOLOGY

7.1. General

The COEAs and most studies include a cost analysis
unless they are extremely narrow in scope. This analysis
involves computing and comparing the costs for the alterna-
tives to determine possible differences. The costs are
important since new systems or improvements to existing
systems have cost impacts and must compete with other pro-
jects for defense funding. This is also true for alterna-
tive force structuring. The types of cost analyses that are
available to study managers and used in these studies are
life cycle costs (LCCs) and force costs. Both types are
discussed below.
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7.2. Life Cycle Costs

The LCCs of alternative systems include all expenditures
necessary for acquiring, fielding, and sustaining the opera-

tion of the system for its assumed life. This includes the

cost for research and development, acquisition, and operating
and support costs. The LCCs are computed for a fixed period

of time, but excursions are normally performed to check the

sensitivity of the costs to variations in the time period.

The LCCs are useful because they provide the study managers

and decision makers with relative comparisons of the cost

for buying, fielding, and operating the entire procurement

fleet of an alternative for a given time period.

7.3. Force Costs

Force Costs consist of the investment and operating costs

associated with achieving and maintaining a combat capability

over a specified period of time. The capability is for a

combat unit defined by a Table of Organization and Equipment
(TO&E). The unit is deployed in a specific operational envi-
ronment and contains specific items of materiel and operating

and maintenance personnel. Force costs are interesting since

they provide the decision makers with the cost for total

resource implications associated with acquiring and maintain-

ing a units combat capability. An interesting feature of the
force costs is that the larger the size of the force that is

costed, the less difference there is between alternatives.
This occurs because the cost difference between the alterna-

tives tends to be overcome by the additional costs associated

with the large organization.

7.4. Review of Cost Methodology Used in Armor Studies

The cost methodology used in recent armor COEAs and

studies is shown in Table 10.
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TABLE 10

COST METHODOLOGY OF RECENT STUDIES

LIFE CYCLE COSTING FORCE
COEA/STUDY 5 YEAR 10 YEAR 15 YEAR 20 YEAR COSTING

TANK COEA X* X* X X

PC COEA X* X* X X

AT VEH. COEA X X

APC STUDY i X X

PC STUDY 2 X* X X

TANK COEA X* X X
UPDATE

*Excursion.

An examination of the table shows that most studies have used

both life cycle and force costing methodologies. Also, the

life cycle analyses have excursions for the system life time

period. The present trend is to develop LCCs based on an

assumed operating life of 20 years. Sensitivity analyses of

LCCs are also performed to examine the changes in LCCs due to

variations in other input parameters such as reliability,

availability, and buy quantities. A compilation of the sen-

sitivity analyses that were done as a part of the L C

analyses in each of the studies is shown in Table 11.

-'I
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TABLE I I

LIFE CYCLE COSTS (SENSITIVITY ANALYSES)

SENSITIVITY ANALYSIS ....
STUDY/ LIFE BUY AMMUNITION EQUAL PRODUCTION

COEA PERIOD QTY TRAINING WAR RESERVE COST RATE CHANGES

TANK x

COEA

APC x X
COEA

AT VEH. x

COEA

APC x
STUDY I

APC
STUDY 2

TANK
COEA x X X X
UPDATE

Although force costs are still being computed, they are not

viewed with the same importance since the current trend is

to no longer combine relative force costs with relative

effectiveness to obtain relative worth. (This is discussed

below). Although both costs are still computed, the current

trend then is for study managers to rely more heavily on

LCCs than on force costs.

8. DETERMINATION OF COST/EFFECTIVENESS RELATIONSHIPS

8.1. General

Cost and effectiveness can be computed and the results

can be considered separately or combined using Lost effec-

tiveness relationships. Two of the methods that have been

used in past studies to integrate cost and effectiveness are

elative worth and attrition costing. Another related con-

zept is an equal-cost variable effectiveness analysis.
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8.2. Relative Worth

Relative worth is the ratio of relative effectiveness
(the effectiveness of the alternative normalized to the base
case) to relative cost (the cost of each alternative normal-
ized to the base case). Presented in equation form, it
appears as

Relative Worth (RW) = Relative Effectiveness (7)
Relative Cost

The costs used in the above equation are the force costs
(reference paragraph 7) of the force whose effectiveness was
determined in the force-on-force combat modeling. Therefore,
a RW figure of merit is calculated for each alternative-
equipped force for each scenario in which effectiveness and
force costs analyses were performed. An example of RW is
shown in Table 12.

TABLE 12

RELATIVE WORTH FOR A LONG RANGE BN TF DEFENSE SCENARIO

ALTER. FORCE RELATIVE 20 YR RELATIVE RELATIVE
EQUIPPED EFFECT FORCE FORCE FORCE WORTH
FORCE (LER) EFFECT. COST COST (REF EQUA. 7)

Base 3.86 1.0 $15.OM 1.0 1.0Case

1 4.63 1.2 $15.6M 1.04 1.15

2 5.40 1.4 $16.4M 1.06 1.32

This philosophical objection to RW is that it destroys infor-
mation, i.e., the effectiveness and cost values. Advocates
purport that it simplifies the decision problem, but does so
only if a manager is willing to accept arbitrary choices of
MOE, analyses points and scenarios.

-- -910-

II



8.3. Attrition Costing

Attrition costing, when used, is also conducted for each
scenario in the study. It uses both the force costs that
were computed as a part of the cost analysis and the casualty
results from the effectiveness analyses. Tbi costs include

the force cost for a specific time period (usually 20 years)
and the costs for the combat losses and ammunition consump-

tion that are both determined from the combat model. An

example of an attrition cost curve is presented in Figure 9.

S20 YR

ORCE COST 2

Total

Cost

-- I ,I I I - I ... I

0 1 2 3 4 5 6 7

NUMBER OF BATTLES

FIGURE 9 ATTRITION COSTS FOR LONG RANGE

BN TF DEFENSE SCENARIO

The force costs are used in the attrition cost analysis to

identify the absolute cost differences for equipping and

sustaining the alternative-equipped forces for the time

period, These are the costs which appear for zero battles
in Figure 9. Costs to the alternative equipped forces as a

result of combat losses and ammunition consumption to attrite
a specific number of enemy casualties are then computed for

each battle. The cost per battle for each alternative is the
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slope of the alternative's attrition cost line in Figure 9.
For any number of battles then, the sum of the battle costs
for that number of battles and the force costs may be deter-
mined for each of the alternative-equipped forces and com-
pared to provide an economic ranking. As can be seen in
Figure 9, the force equipped with Alternative 1 is less
expensive after the 6th battle than is the base case which
was originally less expensive due to its lower original
force cost.

8.4. Equal-Cost Variable Effectiveness Analysis

Another cost and effectivtness relationship is the equal-
cost variable effectiveness analyses. This analysis is per-
formed by using the costs associated with the most expensive
system to purchase additional quantities of less expensive
alternative systems. These equal-cost forces are then simu-
lated in identical combat scenarios to determine their effec-
tiveness. Equal-cost forces are then compared in terms of
relative effectiveness. These analyses are normally con-
ducted at higher organizational levels where the additional
equipment can be incorporated into TO&E units. In the TANK
COEA, the analysis was conducted at the theater level where
larger numbers of the less expensive tank alternatives were
used to form additional battalions.

8.5. Review of Cost Effectiveness Relationships Used In
Recent Armor Studies

Results of a survey of cost and effectiveness relation-
ships used in recent COEAs and studies are presented in
Table 13.
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TABLE 13

COST AND EFFECTIVENESS RELATIONSHIPS

SEPARATE
CONSIDERATION EQUAL COST

COEA/ OF COST AND RELATIVE ATTRITION VARIABLE
STUDY EFFECTIVENESS WORTH COSTING EFFECTIVENESS

TA4K
COEA X Not Used X

COE
: APC

COEA

AT VEH.

COEA

APC x
STUDY 1

APC
STUDY 2

TANK

COEA x
UPDATE

As can be seen form the table, attrition costing has not been

used in any of the recent armor systems COEAs and studies.
An equal-cost variable effectiveness analysis was only used
in the basic TANK COEA and has not been ,-sed since. The RW
was used in most of the studies until Lhe APC STUDY 2 and
the TANK COEA Update. The current trend among study
managers is to consider cost and e'fectiveness individually

and not rely on a comparison of ratios like RW or other
cost effective relationships.

9. SIDE ANALYSES

9.1. General

Separate analyses, apart from the combat modeling effort,
are often conducted in armor studies to answer specific ques-
tions or provide insights for issues. These side analyses
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usually relate to the performance of the alternative systems
or impacts on the systems organization.

9.2. Performance Analyses

In the performance-type analyses, the parameters are
analyzed and compared separately between alternative systems,
whereas in the combat models, all the parameters of the
alternative and all parameters of friendly and opposing

systems synergistically interact as parts of combined arms

teams in tactical scenarios. Examples of subjects for per-
formance-type side analyses are detection, lethality, vul-
nerability, and command and control features. The separate
analyses are useful in that in addition to answering questions
and providing insights, they help explain cause and effect

relationships imbedded in combat me eling results.

9.3. Organizational Impacts

Analyses of alternative characteristics that have organi-
zational impacts are important since these features are not
examined in the combat modeling. Transportability; logisti-
cal considerations; reliability, availability, and maintain-
ability (RAM); and training are examples of subjects in this
category.

9.4. Review of Side Analyses from Recent Armor Studies

A compilation of the side analyses that were performed in
recent armor studies is shown in Table 14.

91
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TABLE 14

SIDE ANALYSES

COEAISTUDY _

SEPARATE ITKAC AT APC APC TANK
ANALYSIS TCOEA CR VEII. STUDY STUDY COEA

__ _ __ _ _COEA' 1 2 UPDATE

SYSTEM PERFORMANCE

1. Fire Control X X X x

2. TARGET Acquisi- x
t ion

3. Vulnerability x X X

4. Mobility X X X

5. Survivability X X X

6. Protection X X

7. Capacity x

. Des ign X

9. Ammunition Rate X

ORGAN IZATIONAL
INPUT

1. Logistics x X X X X X

2. RAM X X X X X

3, Transportability X X X

4. Air Transport- X x X
ability

5. Training X X X X X

6. Risk X

7. Technical Risk X

This list is provided to show what analyses were conducted as

part of the studies. It may be used as a list of topics for
consideration. The selection of side analysis subjects must
be made by each study manager depending on what is necessary
for study completeness.
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10. SUMMARY OF STUDY RESULTS

10.1. General

Toward the end of a study, after the ,ffoctiveness and
cost analyses have been completed, the study manager is con-
fronted with the problem of assimilating and considering the
results of all the analyses that were conducted. This step
in the study process is particularly important since the
summary and overall presentation of results are what deci-
sion makers rely on for their deliberations. Various methods
,which can be used to summarize the results are presented
below.

10.2. Scenario Weighting

Weighting is one technique that has been used in past
studies to mathematically combine the results of the combat
modeling scenarios. The weighting of scenarios consists of
assigning weights to the various scenarios which correspond
to their expected frequency of occurrence. Weights would
then be assigned for offense and defense at both short and
long ranges and for different terrain types. The effective-
ness results are then combined into a single overall effec-
tiveness number using the weights (or each. An example of
scenario weighting is presented in Table 16.
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TABLE 16

SCENARIO WEIGITING EXAMPIE

SCENARIO WE IGiITS* EFFECTIVENESS RE SULTS

Short Range Defense 25% 3.5

Long Range Defense 35% 3.0

Short Range Attack 25% 2.5

Long Range Attack 15% 2.0

Overall Effectiveness 1.5 (.25) + 3.0 (.35) f 2.5 (.25)
+ ".0 (.15)

2. 81 6

*lypothetical Weights

The objection to weighting iz ihat advocates might use this
technique to produce i wnQ 'atlld measure of relhtive effec--
tiveness and e rrole.1u,1 ; u,;, t 1 :bs traCt vZIILIO ill force
optimization Lt'hai ,1 1 ,:i.

10.3 Rank Order Charts

The use of ranki ng ,haits i ,, another techt :que used in
recent studioz. so i I he rt'uts of effect iveness,

cost, and .; d, ,Ialvss. A ,u ie tanking chart for combat
modeling e,tec'L i\,tlv.h, rot u. Is piesented in Table 17.

r- Separate tablh,, iv t.std i0, the ('coSt and side analvsos
results.
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TABLE 17

EFFECTIVENESS RANKING CHART

SHORT LONG SHORT LONG
ALTERNATIV F RANGE RANGE RANGE RANGE

IN FORCE DEFENSE I)EFENSE ATTACK ATTACK

A 1 1 1 1

B 2 2 3 1

C 3 3 2 2

b 3 3 3 3

Only significant differences are noted in this type of table
and alternatives whose performances are not significantly
different are given equal ranking. From Table 17, for

example, the performance of Alternatives A and B for the
long-range attack was significantly better than that of the
other alternatives, but neither's performance was signifi-
cantly better than the other; consequently, both were given
a ranking of one for that scenario. This type of chart is
useful in that patterns may be visualized more readily than
from a table of numerical results. A table of numerical
results from which the rankings were obtained should always
immediately precede the ranking chart so that the readers
who would like to see the actual numbers on which the rank-
ings are based may do so.

10.4 Review of Summary Techniques Used In Recent Armor
Studies

Techniques which have been used in recent armor studies
to summarize and present results are presented in Table 18.

....- 918--
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TABLE 18

SUMMARY TECHNIQUES USED IN RECENT ARMOR STUDIES

SCENARIO RANK ORDER SEPARATE
COEA/STUO Y WEIGHTING CHARTS CONSIDERATION ONLY

TANK COEA X

PC COEA X

AT V-4
COEA

APC STUDY I X

APC STUDY 2 X

TANK COEA UPDATE X

The general trend among study managers is to present all
results for the reader's scrutiny. The trend is against
weighting of scenarios as the weights are arbitrary educated
guesses or are, at best, derived using Delphi techniques.
Techniques like rank order charts are permissible but only
when the actual data results are readily accessible.

.
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COST EFFE~.CT I VENESS STUD)Y OF TIlE
ARMY'S TlRAIN ING EXTENSION COURSE (TEC)

P~ROGRAM' (AT'ri-c)

LTlC TH1URSTION E. PIKE

Army Training Ext ens ion Cou rsc Prog ram
Trraining Programs Di)Irectora te
Army Training Support Center
Fort Eutstis, VIrginia 23604

AwSRACT. This paper presents Ohe .1iithodol opy anld
results of a Cost Ef fect iveness A~nalysi s that has beenl
compI)Let ed onl uxE. Thmis analys is correlates the develop-
ment of training materials to cost effectivenoss. Th IisF
paper %,IIl describe the ev'aluation of Lhe cost effective-
ne-ss of empirically designed training mat erials againist
the cost effectiveness of training sold ters in the
conventional miode. Specific areas addrevssed are:

1.Efc-ieesRtn o of' Instruct ion

'I'TEC (Isatge

3. Re a t i onlship1 of I' EC Us;c t o Sk ill Qua I i f i cat ionl
Test Resul1ts

4 . TI'C Costs

5. Use of' FEC in TRAIIOC 'ZchoolIs

A siimumary of how the above ar ms were correlated is
aliso presented.

A brief history of the 'FEC Program is g)iven as back-
ground information.
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I. INTRODUCTiON

The US Army's Training Extension Course (TEC) Program
had its origin as a result of a 1971 report by a special
Army task force, the Board for Dynamic Training. This
board cited several problems with Army training. As a
result of this report experimental work was begun to explore
the concept of exporting products to train soldiers of both
the Active and Reserve Components in their individual skills
in the unit environment. Due to the successful outcome of
these tests a decision was made to expand the program and
TEC was born.

Since its inception, the TEC Program has been subjected
to a great deal of research. This paper presents a des-
cription of the procedures used in the evaluation of the
cost effectiveness of TEC performed by the US Army Research

Institute in November 1977.

Before examining this cost effectiveness study, it is
necessary to present an overview of the TEC Program as it
exists today. The program is managed centrally from tie
Training Programs Directorate, Army Training Support Center
at Fort Eustis, Virginia. Here, under the direction of the
Program Manager, policy is formulated and resources are
allocated to the Army schools and agencies which develop TEC
materials through civilian contractors. Training materials
are produced following a systems approach called Instr~ic-
tional Systems Development.

TEC MATERI ALS

- CRITERION - REFERNCED
- INDIVIDUALLY PACED
- PERFORMANCE ORIENTED
- INTERACTIVE
- VALIDATED
- MULTI-MEDIA

Fig. I
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These materials called kits or lessons are:

1. Criterion - Referenced. They teach specific job
related tasks to a specified level of performance.

2. Individually Pace6. They allow the learner to pro-
gress at his own rate and repeat instruction when necessary.

3. Performance Oriented. They are aimed at hands-on
skills which the learner must perform.

4. Interactive. They require the learner to actively
respond to the instruction presented.

5. Validated. They are tested on soldiers in order
to guarantee that they teach.

6. Multi-Media. Training materials may be developed in
an audiovisual, printed or audio only format, following a
specific media selection model.

Each of these kits is self-contained. By the end of
FY78:

END OF FY78

- 900 KITS PRODUCED

- 2,250,000 COPIES DISTRIBUTED

Fig.

Two and a quarter million copies of 900 kits had been
distributed to all units of the Active and Reserve Com-
ponents of the Army. Seventy-five percent of these kits
were in the audiovisual format. They consisted of a film-
strip and a synchronized audio tape with a stimulus time
of approximately 25 minutes and a responso time of 50-60
minutes.
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A great deal of manpower and money is necessary to pro-
duce such a volume of high quality training material. The
following charts illustrate how the program has grown.

TEC SCIIOOLS/AGENCTES

21 21
23

18

16
15 15

SCHOOLS 12

9 9,

6

3

01

72 73 74 75 76 77 78

Fig. 3

These schools and agencies provide the subject matter
expertise and Covcrn. :ent furnished materials necessary for
the contractor to produce the lessons. TEC Managers at
these schools, together with Project Officers at the Army
Training Support Center oversee the development efforts of
the civilian contractors.

4
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TEC CONTRACTORS
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Fig. 4

These contractors, following the specific guidance of
the schools, the Program Manager and Government contracting
offices, develop and reproduce the majority of all TEC
instructional materials.

Funds to support civilian contracts and TEC efforts at

the schools are budgeted for by the Training Programs
VDirectorate. The Program Manager exercises complete con-

trol and authority over all funds.
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These investments of men and money have provided theresources to develop 3,429 individual kits.
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TEC LESSON CONTRACT STARTS

4000o 4916

3000 3396

2000 21
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Fig. 6

The TEC Program is now approaching maturity. The
development rate is leveling off at 950 kits per year. The
re(u i red number of copies of each single lesson is de-
ttermincd byv the size of the target audience. The average
number of copies now required is 2500. This will result in
approximately 10 million copies of kits in Clhe hands of our
soldiers by the end of 1980.

A program so vast presents many uIIIque management
problevms. Amiong themi is the prolblen, which this paper
addresses - How does one meaning fullIy eval uate the Cost

offct iveness of such an undertaking?

2.I'VC co FFC I\ENS STUDY - 19/7

Mis Concern rtesulted in the requirement to examine the
c,~ e! ct ivenesz; of the Arm\ Training Extension Cour-se

r:riiin the area of the individual training of soldiers
in critical tasks. The UIS Army Research Institute (ART)
I .ied the stud,-. ART Considered several fac tors that
impaoct on the worth of the TLC Program. Six of these

-926-
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I. Effectiveness of TEC lessons in critical task
training.

2. Usage levels for TEC in the field and in the service
schoo .

3. Attitudes toward TEC and problems identified in its
ulse.

4. Relationship between TEC and Skill Qualification

Test (SQT) performance.

5. Current and programed costs.

6. Example of cost savings and cost avoidance due to
TEC.

Several approaches were used in evaluating the above
factors. ARI proceeded with the following:

I. A study of the effectiveness and retention of TEC

training compared to conventional training.

1. A survy of TEC usage.

3. A study of the relationship between TEC usage and
SQT performance for the individual soldier.

4. Identification of the projected costs of the TEC
Program over the next ten years.

5. A study of the use of TEC in the Army Service
Schools and tne resulting cost savings.

A summary of the methodology of each of these five
approa'hes is presented in the following sections.

2.1. Effectiveness Retention Study

The first effectiveness study of the TFC Procr,1 i was
completed in 1975. It reported the followin, sign",i i'nt
advantages for TEC instruction compared to conventional

instruction.

-- 927--
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FIRST EFFECTIVENESS STUDY

- TEC TRAINED GROUPS WERE CONSISTENTLY SUPERIOR ON
PERFORMANCE TESTS

- CONVENTIONALLY TRAINED GROUPS PERFORMANCE WAS MORE
VARIABLE.

- TEC WAS EQUALLY EFFECTIVE FOIX HIGH AND LOW GENERAL
MENTAL ABILITY PERSONNEL.

- TEC TRAINED GROUPS PERFORMED BETTER THAN CONTROL OR
CONVENTIONALLY TRAINED GROUPS ON TASKS THAT EM-
PHASIZED MENTAL ACTIVITIES.

- TEC PROVIDES GREATER INSTRUCTIONAL BENEFITS AT LESSER
COST.

Fig. 7

This study, however, did not measure effectiveness using
a validated performance test. Nor did it measure sub-
sequent retention of the learning.

The second effectiveness study completed in 1977
corrected both of these weaknesses.

In that study, five TEC lesson series were selected.
These series represented lessons specifically designed for
each of four major combat arms branches and a series of
common lessons. More than 1200 soldiers from both the
Active Army and the Reserve Component, representing eight
different MOSs, participated in the study. Five experi-
mental groups were created for each of the five lesson
series. Two groups received conventional instruction and

two groups received TEC instruction. The fifth group was a
baseline group.
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CONVENT I ONAL TEc BASEL I NE

PRE-TEST x x

INSTRUCTOR TRAINING X X

'EC TRAINING x x

POST-TEST X X

PERFORDIANCE TEST X X X X X

RETENTION TEST X X X X X

Fig. 8

Two of the four groups receiving instruction also
received written pre-test and post-test feedback. The
performance tests were administered the day following
training and again eight weeks later. A simpJe learning
model was applied to the data to correct for prior learning
and the effect of the initial test.

A highly summarized version of the results for the
Active Army is presented in the following chart.

1977 TEC EFFECTIVENESS-RETENTI ON
Active Army (Sample Size, 1200)

% Learned & Retained

rYPE OF INSTRUCTION INITIAL AFTER EIGT WEEKS

TEC 38.3 25.5
Live Instructor 27.5 15.4

Fig. 9

The percentage of pr,,viously unknown material learned
and retained was 38.3% for the T, trained groups and 27.5%
for thc conventioncilLy trained groups. Eight weeds later
the TEC trained soldiers still performed significantly
better. Similar results were obtained in the Reserve Com-
ponent.
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2.2 Usage Survey.

ARI completed a study of T'C usa oin 197. This study
included questLonnaires and Inte rviews with a large, world-
wide samp'Le of users, nonusers, tlrainer, rs * rommande l.S , and
maintenance personnel. 1nlormation pel't I nnL to 11l aspectts
of TI-C usage was gathered from these sour-ces. However, the
most useful portion for this cost effie( t iveness study was
the actual quantitative measure ot usage that was obtained.

The data were gathered from approximately 100 Active
and Reserve Combat Arms Battalions in Oct-Nov 1976. A
total of 63,825 uses of l'FC was documented during the two
month sampling period. The results claimed that an Active
Army battalion had an average of 234 TC Lm)ressions per
month. A TrC iIr'ressILn IS cef.eed s one viewing of a
TEC lesson by one ,soidler. The usage figure lor the Nation-
al Guard was higher - 408 impressions pt;r weekend drill.

2.3. TEC-SQT Study

By g,,thering data on the use of ''EC lessons in sampled
units just prior to administration of the SQTs it Is
possible to determine how the utiz of TIUT re i ates to sub-
sequent SQT performanu. T EC-SQT cotIation phase
of the study attempted to determine the degh 0re t" co rela-
t Ion between the number of applicablc T!C lessous used hy
the soldier and his SkiLl Qualification l'cst (SQT) svo-e.
To in iilmize the effect of extraneous factocs in the environ-
ment, comparLisons were made among soldiers of tle same
battalions only. Suffic!ent data lor this study was ob-
tained from only two battalions. T'lhesIe ILta llons showed
statistically sit.nificant covrelat on between T"C usage and
SQT performance. A current effort is underway 'e collect.
this type of data from a larger nuwmlber of battalious.
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2.4. TE.C Costs Identification

Fture costs of TEC were classifited as software, hard-
ware, and management costs. T wo of these v.ajor cost areas
were further broken dotn to basic ele-ments of cost. Soft-
ware includes thle costs of contractual lesson development,
contractual rep~roduct ion, research and development, in-
acouse reproduction, internal review, qual ity control, an

di stribution. Management includes the centralI op~erat ing

btidget, and some personnecl costs.

The program consists, economically speakig, of pro-
curing and fielding hardware, protecting tile hardware
investment through ma intenance and rep.I acement , developing
new 'fEC lessons, protectinug thle softwaro Investment through
the redevelopment and revision of fielded lessons, repro-
ducing lessons, and distributing lesson copies. Cost
assumptions had to be dlevel oped based oin r'athor mecagvr dat;
for such issues as hardware maitenance cos ts , hardware
li fe eXPectancy, r-atec of lessoni r-e'isionls, and rate of
1lesson obso0lescence . The ave rage annual programl cost,
estimate for the 1978-87 period Is $99.9 mill ion. The total
cost to prey ide a l esson copy to a battalion, inc Iudig a
share of thle hardware costr , i-, approximately $30. 00.



2.5. Cost Benefits From TEC Use in TRADOC Schools

Although TEC was not designed nor specifically intended
to replace any instructional efforts performed within the
resident portions of service schools, it was found that, in
many instances, it was so used. This discovery prompted
further investigation which revealed other "spin-off" appli-
cation of TEC material. Since the costs involved appeared
to be significant, a method to quantify them was developed.

The impact of TEC use in the schools was categorized

into one of the following three areas:

1. Cost Savings. In those instances in which TEC was
used to substitute for conventional instruction the costs
for instructors replaced and student time savings, where

applicable, were computed.

2. Cost Avoidance. In those instances in which TEC
development efforts were used as the basis for the develop-
ment of new in-school instruction the development costs
avoided were computed.

3. Remedial/Supplemental Use of TEC. In those
instances in which TEC was used to supplement conventional
instrvtion no direct savings nor cost avoidances were
computed as this usage did not eliminate nor avoid the
expenditure of any resources.

It was found that in 1977 in excess of 2 million
dollars in cost benefits were being derived at the six
TRADOC schools surveyed. However, since a large degree of
variance existed among the savings at each of the schools,
it was determined that adequate projections could not be
made from the data. Because of this the factor of cost
benefits in the TRADOC Schools was not further integrated
in the final cost analysis results.

2.6. Cost and Training Effectiveness Analysis

The individual areas described in the previous sections
were associated in two ways to provide evidence of TEC cost
effectiveness. The first, the cost benefits quantification
approach, is described below. A discussion of the second,
a model for individual soldier proficiency, follows.
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2.6.1. Cost-Benefits Quantification

The costs and benefits quantification approach attempted
Ato quantify the potential savings in the use of training

resources that could accrue from the enuanced training
effectiveness associated with TEC use. The focus was on the
individual soldier and his tasks. The technique used was
the estimation of the impact of the increased proficiency
on the performance of specific selected tasks performed
during periods of Intensive training or combat. Three
groups of soldiers were compared. These were a TEC-trained
group, a conventionally trained group, and a baseline group

that received no special training. The data was obtained
based on results from the TEC effectiveness study described
earlier. The test results were converted to performance
proficiency differences expressed in cost of resources
used during an intensive training period.

For example, one of the subject areas studied was the

M551 Target Engagement System. The experimental results
from the TEC effectiveness study were grouped into the
performance measure groups as shown below.

M551 Target Engagement System

PERF MEAS GROUP TEC INSTR CONV INSTR BASELINE WGTS

Missile reticle 87.3 72.9 63.0 1

Align reticle w/gun/ 56.8 41.6 35.4 2

launcher

Align reticle w/coax 35.4 16.6 17.3 2

MG

Employing Coax MG, 65.0 32.3 36.1 2

Determining Range 14.0 46.5 25. 9 2

Weighted Average 52.2 38.5 32.5
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The weights given to each task reflect the relative
importance of that task to operational proI'. iency. The
duty positions within an Armored Cavalry Squadron t.at re-
quired proficiency in the subject area were identified in
order to assign a cost of operations for the training
period to these duty positions. It was determined that the
ammunition costs for the M551 involved in an intenslye
training period amounted to about $500,000. The next step
was to assess the portion of costs that could be saved as
a result of differences in training effectiveness between
TEC and the other types of instruction. It was assumed
that the effectiveness of instruction as measured in the
effectiveness study was representative of the effectiveness
of instruction for other tasks for the same duty positions.
It was also assumed that the operational effectiveness of
soldiers at the beginning of an intensive training period
was equal to the instructional effectiveness. Finally, it
was assumed that the soldier received instruction in the
relevant subjects.

It was assumed that learning within the intensive
training period occurred at the same rate for all groups
of soldiers, and that training continued tintil actual
performance was 80% of perfect performance. The graph be-
low shows the resource savings due to TEC usage under this
hypothetical situation. It represents the average results
across the given subject areas used in the TEC effectiveness
study. The graph shows that a soldier entering an intensive
training period immediately following TEC tra ining expected
to reach 80% performance with 40.8% less expenditure of
resources than the baseline soldier.
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Fig. 12

Mathematically, the percent of resources saved by TEC
over baseline is given by the following expression:

= log (i-T) - log (1-B)% saved lgx 100
log (1-K) log (1-B)

where T is the initial TEC effectiveness level, B is the
initial baseline effectiveness, and K is the terminal base-
line effectiveness level.

2.6.2 Model for Individual Soldier Proficiency

The purpose of the model for individual soldier pro-
ficiency was to assess the cost effectiveness of TEC by
determining the effectiveness gained by the individual
soldier from TEC training in his actual unit environment.
The basic assumption of the model is that the individual's
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average skill proficiency is an additive function of his
probable skill at each individual task.

The chart on the following page shows the model and
explains its elements.
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MODEL FOR INDIVIDUAL SOLDIER PROFICIENCY

S S

S

WHERE:

I
T = The individual soldier's average skill across

critical tasks at time T.

L = The soldier's baseline proficiency at critical

J task JT.

A = The gain in proficiency for task J, when TEC is used,

Tj compared to PBLj P =  T - BLj )

ST STS

p = The gain in proficiency for task J, when con-
C ventional training is given, compared to P~
ST (APT - PBLj

Pi (P B~ )j- P (U R

C for task s per man month.

RF = Retention factor of the appropriate value derived from

I the retention curves generated from the TEC Effect-

iveness/Retention Study RF # RFCT

S = Number of critical tasks per MOS

S = Number of critical tasks per MO supported by TEC

T lessons

= Number of TEC supported tasks for which TEC lessons

are actually used: SU  ST

Fig. 13
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All proficiency elemenuts and criterion fact ors aro

taken from the effectiveness research. The est imilte of tile
r-ate of conventional t raining~ was alIso est ated f rom
tra ining data obtained from the e~ fee Iiveness sample. The
model was applied with current datLa to der ive Lt eSt Mated
average prof ic iency for an individual inmm atry soldier at
measured rates of TEC usage. T'his figure was compared to
the average prof iiency and costs calculated amssmm ing no
TEC training. The resul Its showed the TEC do llar holding
its own with the convent ionalI train in , dollar e'veni at low
usage levels. This result was based on the, coupa r iscn of
data from both the usage and costs studi os discuissed above.
This comparison showed the cost of a sig I TEC fimpress ion
to be $0.39.

2.6.3. Limitations

This study, which managedl to correlate thle result., of
four Of thle five sub-studies, had to contend with many
difficulties. One ofI thle most notable was Cie necess ity'
of deal ing with a problem in Which both costs and effective-
ness were variable. Hiowever, th'., primary problem aroseL
from the need to evaluate the sign if icance of effect iveness
dif ferenices. This forced thle project ion of thle effect ive-
ness-retention study resul t., to the cost-benefits quantij-
ficat ion in thle form of the "Intensive Training Per jod
Model."' and its attendant assumption.. s oft course, is
the fundamental problem in any such study. One can
accurately demonstratec program costs, and mthods exist to

port ray gains in knowlIedge and re tention 0of that knowle0dge.
It is the plac ing of a dololar valule on that knowledge ta
remains as the missing met hodo log v. 'lliswas, 0m t t empt
at a solution.
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KOREAN ARMOR ANTI-AIRMOR iALYSIS (KOREA4 bA)
AND A COMPARISON OF BATTLE ANALYSIS

METHODOLOGIES
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ABSTRACT. The Korean hA study was undertaken by a joint
ROK/US study team to provide quantitative data for anti-
armor battle planning and to transfer to the ROK Army the
Battle Book C&lculus methodology. The paper gives the
background for the study eftfcrt, detailed description olf
the methodology, and proposes tfurther applications aud
improvements. it a so compares the problems and advantages
associated with manual, computer assisted, computer- p ayer
interactive, and purely computer war gam=es.
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1. INTRODUCTION

1. 1. Background

The joint ROK/US Korean hA was conducted during 1 May to
30 September 1978, at the Joint United States Military
Assistance Group-Korea. The study was initiated at the re-
quest of CINC UNC/USFK/EUSA, and sponsored by the Korean
Minister of National Defense, the Chief of Staff of ROKA, and
the Director of the US Defense Advanced Research Projects
Agency (DARPA). The study was managed by the 3DM Corporation,
which also provided the study methodology, digitized terrain

data of Korea, and the bulk of the analytical effort. Three
Korean analysts participated, two from ROKA and one frcm JCS.
JUSMAG-K OR/SA Advisor provided overall coordination and also
day-by-day support with the analytical effort.

1. 2. Korean hA Purpose

The primary purpose was to provide quantitative data for
battalion level anti-armor battle planning, to provide in-
puts for higher level battle simulations, and to transfer the 'A

analytical methodology, kno n as the Battle Book Calculus,to ,,
the Republic of Korea. It was also intended to use the method
for training of military commanfters and staff officers.

1. 3. Scope of the Korean hA

In order to address the varying types of armor/anti-armor
battles that could b- fought in Korea, and the current and
future threat characteristics that might be encountered in
these battles, a spectrum of battle areas, weaton types, and
battle conditions were examined. Those weapons that
contribute most to the L.edium and long range armor/anti-armor
battle, namely tanks and long range anti-tank missiles and
guns, were primarily played. Effects of close air support
and artillery we also considered.

1. 4. Study Plan Overview

The Korean );A Study Plan vas stru,tured to accorplish
the analysis according to major tasks. Task I encompassed
an analysis of potential battle areas and selection of the
battalion level battles to be played. In Task II, weapon
characteristics were analyzed and Rill rates ca'tculated for
each important rrmor/anti-armor weapon pair. The dyntmnic
combat play was conducted for each battle in Task 11l,
including sensitivity analyses of force s-tructure and the
effects of ccmbat environments.
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2. 'ral BATT BOOK CALCULUS

2.1. Methodology Overview

& vie advances in deployed weapoary associated with land
combat. have Increased tile tempo of modern warfare. Recent
Combat exparience has demons tra ted that the high engagemen t
rates and high exchanges of losses characterize the modern

batlefield Mnd that speed and firepower are key factors in
combat operations. At the same time, the complex digital F

models which have been used to analyze combat in the past
have shortcomings Which aire serious when used to address
combat of this type. Principal among these shortcomings are
"inivisibLe interiors" and inflexibility.

'rhe "invisible iteriors" deny the analyst tile opportunity
tO observe the Waly in which the combat variables interact,
and the Inflexibility of these mtodels prevent thle analyst
f rom conveniently making appropriate model changes in the
couirse of analysis.

To overcome the difficulties of thle complex digital simu-
lations, a methodology has been developed which minimizes
('0111pl ex i y and emphasizes at map-based and template app roach
which Is at more tactically natural technique. This method
was developed by The M3M Corporation for use in the US
V Corps In Eur~kope anld it WAS thell re I tied tor- use inI the
Koreani 4A Analys is. Trhis method has become known ats the
"BatLLie Book Cal cul us" methodolog10y because it. WaS Used ast
part of the Comm11ander's Battle Hook L t roduced In V Corps.
This chapter presents the methodology in the form in which
I t MaS Used by) ml I I ta r'y operations ana11ysts to assess armor,
ant ~i-a rm11olr combia in Lte Korean 4A Study.

The met. ho0d is map-orien ted, and, While it canl be auto-
wa tedl, I t is del ibera tely a wanutal method. By means of a1
Ml noIte-bv-mnunLe aniys is ofC the unfolding battle displayed
onl L a he ana~llyst oh Alu11s dir'ect vis ibIL y Into thle
hat . I dynailCS Mnd interact.1ions and has1 thle opportunity, ait
Cleh miiute, to intervene and exercise tactical judgment,
I or oxamp.l e, to adjust. fire (118tribut ion or vary thle maneuver

The I 11rSL step) is Lte se.lecti~on of aI map of thle battleC
area1. The scale may be 1:50,000, butt scales of 1:25,000 or
I: 10, 000 are more convenient and provide better reSolutionl.

Tlhe second step) is to over Lay at clear sheet of acetate onl
theC 1111p 311d locate on1 IL tthe frlindly WelI)oll positionls and
IIO lot he 1nem rotes Of advance. Fi gure I shows at sample
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Fig. I

Map Overlay With Routes for Each Attacking
Company and Defensivo Weapon~ Position
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case which will be used to illustrate the analysis method-
ology. The defensive weapon positions and nine attack
routes of advance are shown; one for each company (10 tanks)
ol each of the three battalions of an enemy regiment. One-
minute time interval marks are placed on each route to indi-
cate the rate of advance of attacking weapons. In Figure 1
the attack advanced at 12km/hr or 200 meters/min. Variable
speeds may be used for different routes or different parts
of a route, at the judgment of the analyst.

The acetate should be removed from the map and duplicated
to peovide a simple black and white copy showing only the
attack routes with friendly weapon positions and eliminating
the background clutter of the map. This route map is then
used to determine individual weapon engagement opportunities
for both attacking and defending weapons.

To determine engagement opportunities, the effects of
terrain masking must first be accounted for. Figure 2 re-
presents an intervisibility template for a particular weapon
position which is used for this purpose. The shaded areas
are regions for which intervitibility with the weapon posi-
tion does not exist. The zone rings shown in the figure are
used to play kill probability as a function of range. Grid
square indices are used to orient it properly on the route
map. Intervisibility templates are needed for each friendly
weapon position and may be obtained from:

(1) A computer code utilizing digitized terrain data
(Figure 2)

(2) Analysis of the contour lines on a topographic map
(3) Observation from the actual weapon site in the field.

Figure 3 depicts the acetate intervisibility template
positioned on the route map. This shows directly those times
and the range zones for each route for which intervisibility
exists. At the same time, the exposure of the advancing
enemy unit may be estimated. Exposure is defined as the
fraction of the enemy unit which, due to intervisibility
effects, can be seen by the friendly weapon position. Thus,
at a time when the enemy route is fully in the clear, the
exposure is unity. When the enemy route runs close to a non-
intervisible area, the exposure may be 0.5 or some other
value less than unity. Exact determinations of exposure re-
quire the use of scale templates of the attacking unit for-
mation, but for most analysis an estimate by the analyzers
will be more convenient and provide sufficient accuracy.
Estimating exposure is important in that it does not permit
all live tanks of an enemy unit to fire on a friendly posi-
tion when in fact only some fraction would be expected to
have a line of sight with it. The time of intervisibility,
range zone, and exposure data, determined using the technique
illustrated in Figure 3 are recorded for each defensive

i _
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weapon position. To do this in a form convenient for analy-
sis, a rectified and time-aligned route map is used.

Figure 4 is an example of a rectified and time-aligned
route map, referred to as an En.igagement Opportunity Diagram
(EOD). This is a route map in which all routes are redrawn
as straight parallel lines and the time marks all aligned
horizontally. Figure 4 shows this for the first battalion
of the attacking regiment.

Figure 5 shows the completed EOD with the time, range
zone, and exposure data determined by examination of figures
of the type of Figure 3 for each defensive weapon pocition.
To the right of each route, a double-headed arrow is drawn
to indicate the time intervals during which intervisibility
exists for a given friendly weapon position. The double-
headed arrow is labeled at its top with the identification
of the friendly position. To the right of the double-headed
arrow, the estimated exposure is written for each time inter-
val and to the left, the range zone. As an example, Figure
3 shows that for the M551 Pcsition 2 against Route 1, inter-
visibility starts with the 10th minute, in range Zone 5, at
an estimated exposure of 1. Thus, on Figure 5, the double-
headed arrow for M551 Position 2 starts at time 10 min, with
a 1 to the right and a 5 to the left.

For Route 2, Figure 3 indicates intervisibility beginning
at about 9 min, in Zone 5, with an estimated exposure of 0.5,
since to the east of the track lies an area of no intervisi-
bility. These observations are reflected on Figure 5, next
to Route 2. Note that the coverage of Route 2 for Position
2 is interrupted from time 13 to 15 by a non-intervisible

area on the map.
When the construction of the EOD (Figure 5) for all routes

and defensive positions is complete, the actual minute-by-
minute engagement analysis can begin.

2.3. Engagement Analysis

Figure 6 shows a typical form used to conduct the engage-
ment analysis. This form may be duplicated to provide a copy
for each minute of battle. The form shown is for the time
interval between 5 and 6 minutes. The engagement assessment
of this time interval is conducted in conjunction with the
EOD, Figure 5, and the form completed for the preceding time
interval. Thus, Figure 6 shows that M60 Position 1 can
engage the Ist company of the ist battalion (Route 1) or the
2nd company of the Ist battalion (Route 2), both in range
Zone 3. Tactical judgment must be used to decide. In the
example, M60 Position 1 was assigned to the ist of Ist al-
though the analyst might have chosen the other possibility.
This is the same choice the commander in the field must make.

_947-
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The kill rate (KR) for weapons engaging targets is the
product of the tactical firing rate and the tactical kill
probability (Pk). Both of these are dependent upon weapon

system type, target type, weapon and target postures (moving
or in defilade), range, and doctrinal and military judgmental
factors.

In the present example, which only illustrates the basic
methodology, the KRs were, for simplicity, considered range
independent, and nothing has been entered in the zone column.
In the Korean 4A Study kill rates as functions of range, and
weapon and target types, and postures were used.

For an M60 the KR is 0.3 and is entered. The strength of
M60 Position 1, as taken from the work sheet for the time
interval 4 to 5 minutes, is 4.9 tanks. The product of these
numbers, 1.47, is entered in the loss column and is charged
against 0,e 1st company of the 1st battalion. This is re-
peated for each of the friendly units, consulting Figure 5,
the EOD. Note that Figure 5 has indicated that M60 Position
1, M551 Position 2, and TOW 4 have no engagement opportuni-
ties between time 5 to 6 and, accordingly they can neither
engage nor be engaged and attrited in this time interval.
Figure 5 shows that TOW I has only one engagement opportu-
nity, namely against the 2nd of the 1st, and no judgment is
required regarding fire distribution.

For the Red on Blue engagements, a Red unit may engage any
Blue position which is firing and with which it has inter-
visibility. Again, tactical decisions may be required, as
indeed they would be in the field. For example, in Figure 6
the 3rd of the 2nd is firing on TOW 2. This is possible
since the complete Figure 5, showing all nine routes, shows
that intervisibility does exist and TOW 2 (as Figure 6 shows)
is firing, although not at the 3rd company of the 2nd bat-
talion.

After the engagements and losses have been determined, the
Force Adjustments portion of Figure 6 is completed. Thus for
M60 Position 1, the strength at time 5 (from the previous
work sheet, time 4 to 5) was 4.9 tanks. This is entered
under the "initial Strength" column. Inspection of the Red
on Blue engagements and losses shows M60 Position I lost .085
to the Ist of 1st and 0.1 to the 2nd of 2nd, for a total loss
of .185. This is entered in the loss column. The final
strength (strength at time 6) is therefore 4.9 - .185 = 4.7.
Note that strengths are rounded to th~e nearest tenth. The
final strengths calculated for one time interval become the
initial strengths for the next.

A running display of Red forces, positions, and strengths
is obtained by using the actual route map (Figure 7) and
updating it after each minute by writing next to the appro-
priate minute mark the strength of the Red unit at that time.
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Thus Figure 7 shows this update after the calculations for
time interval 5 to 6 have been made. On the basis of this
situation map, tactical decisions may be made. Thus, the
close approach of the 1st of the 1st to TOW 1 produced a
decision to withdraw TOW 1. This decision is shown as a
comment at the bottom of Figure 6.

Insights with respect to deployment are directly avail-
able. TOW 1 was in the battle for one minute before being
withdrawn. It was deployed too far forward for a long-range
weapon. TOW 4, as it turns out, was deployed too far to the
rear, even for a long-range weapon, to get into the battle
until quite late.

2.4. Summary of Results

When work sheets for each time interval have been com-
pleted, covering the time span of interest, summary charts
can be prepared, displaying results concisely and in a form
from which insights may be drawn.

Figure 8 displays kills by Blue units. Each Blue unit is
listed across the top and time intervals are listed verti-
cally. The kills by each Blue unit for each time interval
are entered from the work sheets and when these kills are
summed horizontally, the total kills in each time interval
are obtained. These can then be graphed as shown to show hot,
the battle intensity varied with time. The summation of the
kills per time interval column yields the overall total
kills.

The minute-by-minute work sheets may easily be modified
to keep a running track of ammunition expenditures. For K
example, a unit's kills for a particular minute can be di-
vided by the P for the appropriate zone to compute the

k
number of rounds expended in that minute. Thus, cumulative
rounds fired can be accounted for so that a unit may be
removed from battle when it has expended its basic load.

Other summary data may be completed and presented in
tabular or graphical forms suited to the purpose of the
analysis. The method lends itself readily to adjustments in
the minute-by-minute calculations to develop data needed for
special analyses. The method can also be adjusted at any
time during the battle to alter plans based upon the devel-
oping character of the tactical situation. Because the
techniques used are largely tactically natural, military
personnel using the method can emphasize the tactical play
without being e4'tracted by mysterious mathematical or simu-
lation techniqu s.
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2.5. Applications and Proposed Future Improvements

The Battle Book Calculus technique stresses straightfor-
ward manual methods. As such, the method can be readily
modified and improved. For the Korean 4A Study, it was im-
proved to treat indirect fire artillery attrition, close air
qupport, attack helicopters, and environmental factors such

as reu't'ed visibility and smoke obscuration.
It is plaaid to examine an improvement in the minute-by-

minute attrition caicultiun by using a Monte Carlo-type
calculation. In this modific.-i.'n, the weapon time line on
the Engagement Opportunity Diagram wiii bp time ticked to
show discrete firing times in accordance with the tactical
firing rate. At each firing time a random number drawn
against the tactical kill probability will decide if a kill
is achieved or not. Random numbers may be read from a table
or generated by a hand held calculator. This technique may
be more realistic in that only integral numbers of fire units
on both sides will exist at any time. At the same time, the

calculations will be simpler since fractional fire units
never appear.

3. COMPARISON OF WAR GAME MODELS

3.1. Trend Toward Complexity

Since the advent of the computer age, the trend in war
games used for analyses of the effectiveness of weapons
systems and military forces has been toward complexity.
The reason is obvious, warfare is a highly complex

interaction of machines, men, and the method of employment
of man/machine systems in various physical environments, and
computers greatly add to our capability to cope with great
amounts of data and a large number of interactions and
computations.

As long as the necessity remains for allocation of major
portion of our resources for the preparation and conduct of
war, there will be talented and well-intentioned critics who
can point out factors that are not represented in any given
war game, and talented and well intentioned analysts who will
attempt to include these factors by desigining war games with

greater detail and greater complexity.

3.2. Lack of Validity and Comprehension

It is now becoming clear, that in our most sophisticated
computer war games we have reached the point where
scientifically valid and up-to-date real world combat or
experimenfal results are simply not available to support the
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data requirements. This forces us to make an increasingly
greater number of assumptions about the natuie of the random
processes of war. The complexities of many of the current

models preclude the comprehension, by even the most
talented analysts, of how the interactions of these in-
fluence the results of the game. Also, the validation
process is so difficult that most models are superseded
by even more complex models before they get validated.

Further, the most important factors of battlefield
effectiveness, the intuitive thinking of soldiers and their
leaders, their training, experience, morale, s&id esprit de
corps, in short the factors that determine the actions of
the man/machine combat systems in continuously changing
situations on the battlefield, are not readily quantifiable
and quite difficult to model. Because of this, even the
most detailed models do not include these human elements
of the battle.

3.3. Coping with the Problems of Complexity

Two divergent approaches for coping with these de-

ficiencies in our computer war games suggest themselves.
First, we can continue to attempt to account for an

increasingly greater number of factors in the battle by
trying to gain a better understanding of these and their
interactions, making the effort that is needed to validate
the models and the assumptions in them, and by increasing
the capabilities of digital computers to the point where
they can approximate the processes of thinking.

Theoretical considerations, based on thermodynamics and
quantum theory applications to data processing systems,
place into question the success of this approach. In a
paper intitled "New Optimal Design and Analysis Techniques
Using Variational Principles of Nonequilibrium Thermo-
dynamics", Berthold Zarwyn (1] from Harry Diamond Labora-
tories pointed out that the number of move sequences in a
chess game is approximately 1 0 120. Lremermann from the
University of California (2] has calculated that no data
processing system, artifical or living, can process more
the c /h bits per second per gram of mass, where c is the
velocity of ligPt and h is the Planck's constant. This
equates to 2xl017 bits per second per mass. Based on this
theoretical data processing speed, which has not even been
approximated by current electronic devices, a straight-
forward attack on a chess game would require a computer
larger than the earth.

3.4. Methods of Decreasing the Complexity.
k4~-956--

t"A



The other basic approach to coping with the problems of
war games is to decrease the complexity of models by replac-
ing the rigid rules and delineations of all possible
eventualities required in computerized war gaming with
human Judgment , by going back to manual, or by using
ccmputer assisted or computer-player interactive games.

As pointed out previously, a manual method such as the
Battle Book Calculus used in the Korean 4A, can be
effectively used for both analytical and training proposes.

Having been closely associated with the Korean 4A
effort, I must, however, admit that the most time
consuming, tedious, and error prone parts of the study
were the numerous hours spent on making and recording
simple calculations.

As we know, computers are ideally suited for handling
such boring and error prone bookkeeping functions, with
great savings of time. Even though it may not be cost-
effective to write the necessary programs for a one-time
application, the Battle Bock Calculus can be readily
converted from a purely manual to a computer assisted
method, while retainingthe visibility into battle
dynamics and allowing for intervention and exeraise of
tactical judgment by the player.

Distinct advantages over purely computer war games can
also be gained by using computer-player interactive games
such as IDAHEX. In such games, the more readily quantifi-
able factors and assumptions knoim to be reasonably
valid are modeled, and provided with the necessary decision
rules for computer manipulation, while the tactical de-
cisions are made by the players.

Since human judgment is exercised in the course of

conducting manual, computer assisted, and computer-player
interactive games, these can also be used for training of
military commanders and staff officers, or for a combina-
tion of analysis and training.

3.5. Conclusion

In conclusion, it is becoming increasingly clear that

the complexities of the latest generation of computer war
game models have reached the point where important
interactions are being obscured by the analytical process,
and further, that adding additional detail and complexity
to deal with the random processes of warfare seem to be
counterproductive. In any event, the all important human
element on the field of battle can not be adquately modeled
and played.
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The most promislng approach for coping with these
deficiencies seems to be the use of analytical models that
allow human judgment to be exercised at every step in the
analytical process.
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COMBAT SAMPLE GENERATOR

(COSAGE)

ODIE B. RICHARDSON, JR., LTC, CM, USA

US Army Concepts Analysis Agency (CAA)
8120 Woodmont Avenue

Bethesda, Maryland, 20014, USA

ABSTRACT. COSAGE is the acronym for a new, division-level, combat simulation named the Combat Sample Generator.COSAGE is a dynamic and stochastic, two-sided, Combat dis-crete event simulation program in SIMSCRIPT 11.5. Individ-ual tanks, direct fire, indirect fire, and other crew-servedweapons are individually depicted. This model was developedover the past 24 months by CAA and is currently unaergoingexperimental and test production runs.
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COMBAT SAMPLE GENERATOR (COSAGE)

The Combat Sample Generator (COSAGE) Model is being de-
veloped by the Concepts Knal ysfs A-g-en-cy'CAA) to assist in
the preparation of more accurate estimates of ammunition ex-
penditures and the loss of personnel and equipment in a com-
bat simulation. In the past, the results of combat on the
battlefield were evaluated using several different models,
each of which portrayed a different aspect of the battle.
COSAGE replaces the following eight separate models:

* Tank/Antitank Model (TATM)

* Infantry Combat Model (ICM)

# HOVER

# HOVARM

* Casualty Assessment Model (CAM)

* Target Acquisition Model (TAM)

* Blue Artillery Model (BAM)

* Red Artillery Model (RAM)

The purpose of the development of COSAGE was to provide
a model which integrates the functions previously repre-
sented separately. It was also necessary that the model de-
veloped be efficient in order to provide a responsive method
of analysis--that means the shortest computer run time pos-
sible and moderate demands for interaction with 9amers.

Following a project definition phase, detailed design
of COSAGE began in January 1977 and the model became opera-
tional in August 1978. The approach involves a division
level simulation with resolution to the platoon level and
each crew-served weapon may be individually depicted. The
following are the major assumptions on which COSAGE is
based: ,

* It is possible to create stylized combat samples
which can be extrapolated to develop meaningful theater-wide
campai gn-long forecasts.

* Task force organization does not change within a
day's combat except in the case of one unit reinforcing
another.
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* Command and control orders can be prepared in
advance to direct the response of maneuver units to foresee-
able contingencies.

The assumptions seem reasonable for a 24-hour slice of com-
bat.

COSAGE plays a Blue division against an appropriate Red
force. Essential features of the COSAGE methodology are
that it is:

* Dynamic

* Stochastic

s Programed in discrete event simulation language
without fixed time interval (SIMSCRIPT)

9 Dependent on gamers for scenario and orders

The gamers select the forces to be played, deploy them on
the map and give them their orders. Orders are of four

types: move, attack, defend, and request reinforcements.
The gamer can select the level to which the orders apply,
e.g., battalion. company, platoon. The move order is de-
scribed here:

* To specified coordinates or distance/direction

* At specified time or contingency

# Order includes
- Type of move
- Mission of unit
- Next order if

- No oppostion
*- Opposition and all's well

- Opposition and in trouble

The attack order is issued with a move order of the absolute
type:

* Missions
- Patrol
- Probe
- Attack

* Order includes
- Next order if enemy disengages
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- Next order if this unit disengages

The defend order is similar to the attack order in that it
includes the assignment of missions and specifies the next
order:

o Missions
- Delay
- Defend
- Ambush

* Order includes
- Next order if enemy disengages
- Next order if this unit disengages

The request reinforcements order is used in conjunction with
the move order. If a unit makes contact and its strength in
critical equipment is below a certain level, it can request
reinforcements:

a Request to superior unit

* Must find unit
- Not engaged
- Not depleted L
- Without overri di ng orders

* Order includes
- Next order when reinforcements arrive p
- Next order if no reinforcements available

The following is a sample order set which could be
given to an attacking battalion and a defending company, re-
specti vely:

Attacker V
1. Move to 16831407 at 3.5 hrs
probe 60, 2, 3, 4
2. Defend 2, 2
3. Attack 1, 4
4. Reinf 1, 2

Defender
1. Defend 1, 2
2. Move withdraw 5000, 1

The attacker's orders direct him to begin to move at 0330
hours to the coordinates shown with a mission of probe. If
he reaches the coordinates without opposition, he is to set
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up a defensive position (order 1). If he makes contact and
his strength (in critical equipment) is above 60 percent, he
is to attack (order 3). If he makes contact and his
strength is less than 60 percent, he should request rein-
forcements. If reinforcements are available, he should re-
sume his mission when they arrive. If the enemy unit is
still in proximity, he will attack. If the attack is suc-
cessful, he resumes his original mission--if not, he defends
in place. The defender is directed to defend and, if suc-
cessful, to maintain that defense. If unsuccessful, he
should withdraw 5000 meters and set up another defensive
position.

The simulated day of combat usually begins at midnight.
Units move at times specified by their orders. Their move-
ments are monitored and when two forces with appropriate
orders make contact, a battle begins. A typical battlefield
appears as shown in Figure 1.

PATH 1: BLUE NEIH PLATOON DEFENOS

PATH 2: RED ARMtOR PLATOON ATTACKS

PATH 3: RED MECH PLATOON ATTACKS
PATH 2

PATH 4: RED ARMOR PLATOON ATTACKS

PATH 1

PATH 4

Figure 1. Typical COSAGE Battlefield

This battlefield depicts three Red platoons attacking a Blue

platoon. Each platoon has a path and a mission. If the
disposition of the forces does not match the predetermined
set of typical battlefield situations, then the forces are
arranged in a general situation on line, centered, and with
headquarters set back a standard distance.
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A battle consists of two major processes--movement and
firing. Movement takes place along the paths in segments
which represent the existence or non-existence of line of
sight between the Red-Blue pair of units. The existence and
length of the line of sight segment are determined stochas-
tically from data gathered by actual measurements in various
locations in Germany and elsewhere. Thus, the battle is
played on a statistical representation of real terrain. The
existence of line of sight triggers a detection and a detec-
tion precedes firing.

The general sequence of events is shown in Figure 2.
There is a wait to represent target acquistion time and then
the firer selects a target. Time of flight, which can be
significant for antitank guided missiles, is explicitly con-
sidered. If a kill has been made, determined from single
shot kill probabilities, an assessment of damage is made and
then there is a wait for both units to recognize the kill.
The firer meanwhile reloads and goes back to target selec-
tion. The force being fired upon decides whether the pro-
portion of equipment has fallen below the critical thresh-
hold. If so, a withdrawal begins, if not, the battle conti-
nues. The face-to-face encounters of small unit engagements
are not the only events of interest to the model. Tne duel
of indirect fires is also modeled.

These are the seven basic target acquisition and indi-
rect fire routine functions performed by COSAGE:

* Establish sensor reporting channels

e Establish indirect fire control relationships

e Gererate target reports

* Process target reports

* Gnerate fire missions

* Process fire missions

# Assess effects in status file

The heart of the indirect fire process is presented by the
center four functions which model the three links of the in-
direct fire chain. Sensors are associated with units in the
unit status file.



WAIT

SELECT

TARGET

SHOOTf

WAIT

KILL

WA IT

DECIDE

Figure 2. Sequence of Events
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Basically, there are two kinds of sensors:

(1) Continuous scan, which monitors the area of
coverage for activity conti nuously when operational and
functioning, and

(2) The event activated sensor, which is turned on
by sound or by other sensors at specific times.

Sensors have established FDC reporting channels. The ar-
tillery force missions and structures are the following:
divarty FDC controls all GS and GSR battalions and is the
controlling FDC for all DS artillery battalion FDCs. The DS
artillery FDCs control their own batteries as well as all
batteries of reinforcing artillery battalions, and have the
use of GSR batteries unless divarty overrides this control.

When detection is made, a target report is prepared and
transmitted through the appropriate fire channels by the
sensor which made the detection. Information included in
the target report is:

* Estimated locatinn

* Target environment

a Listing of detected elements

* Target movement status

* Reporting unit

* Sensor type

a Start time (preplanned)

a End time (preplanned)

* Target category (preplanned)

At the FDC, the target report is analyzed to determine the
estimated category and size; then based on these estimates,
the military worth of the target is computed, a duplication
check is made against other target reports in the FDC, and
the target report is filed in the FDC target report queue.
Target reports are removed from this queue for further pro-
cessing based upon highest military worth upon completion ofa target report computation:
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r * Select next TR from top of TR queue

a Determine desired effects (attack criteria)

* Determine attack method

* Determi ne batteries available
- Stationary
- Operational
- Not overbooked
- Not busy at scheduled time (scheduled)

* Rank batteries by proximity to target

* Generate fire missions

* Enter this TR on list of recently computed TRs

* Generate a new target report for higher FDC (if
necessary)

After the target report becomes top priority at the FDC, the
processing continues. First, the desired effects or "attack
criteria" are determined. Then all available batteries are
identified; that is, all those batteries under the control
of the divarty FDC that are stationary, operational and not
overbooked are found. Next, these batteries are ranked
based upon proximity to the target.

Now the FDC begins to generate fire missions to be sent
to these batteries. For each battery on the list, starting
at the top, a fire mision is generated until the attack
criteria are met. In this process, first a selection is
made between the most effective HE and ICM rounds available
at the battery based upon effectiveness. Next, the number
of those rounds to fire and the subsequent expected effects
are computed. Lastly, the fire mission is transmitted to
the battery. Processing of the fire mission now begins at
the fire unit. The new fire mission is filed in the bat-
tery's fire mission queue where it is further processed
based upon priority. If the new mission is of higher prior-
ity than the one currently being fired by the battery, that
mission is interrupted and the new mission is processed.

Effects are assessed against each specific type of eq-
uipment and personnel in a unit based upon the location of
the impact point of the fired volleys, and the actual unit
location at that time (rather than the location of the unit
at the time it was detected). These casualties are then as-
sessed against that unit in the unit status file.
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The use of the SIMSCRIPT 11.5 simulation languqge al-
lows for a rapid, dynamic representation of a divison
battle. We believe the indirect fire process has been
modeled well enough such that we can estimate with confi-
dence the related war reserve requirements for a future con-
flict where the sides closely adhere to current doctrine and
training.

The development of the design of this model is being
completed during the current experimental production phase.
This spring COSAGE will be used to produce combat samples
for sensitivity analysis and comparison with the results of
the previous methodology using similar input data.

When the present version of COSAGE has been satisfacto-
rily tested and documented, a study of enhancements will be
undertaken. The enhancements below are some of the more im-
portant ones to be considered:

* Tactical air

* Air defense

* Obscuration (smoke, weather, dust)

* Minefields

# Electronic warfare

* Ambush

In summary, COSAGE is a high-resolution simulation
model of ground combat, programed in SIMSCRIPT, which pro-
duces 24-hour stylized samples. Our goal is better data fordetermi ni ng amuni tion requl rements and losses of personneland equipment.
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AN APPLICATION OF NETWORK SIMULATION TO
FORCE ANALYSIS

LTC Richard 0. Nugent, US Army
LTC Elwyn L. Brown, US Army
LTC Donald J. Berg, US Air Force

Studies, Analysis and Gaming Agency
Joint Chiefs of Staff
The Pentagon

Washington, D. C. 20301

ABSTRACT. This paper describes the application of
network simulation in the analysis of military force. alternatives. A brief review of network concepts and i

techniques is given. A particular network simulation
technique is then discussed, followed by an explanatio,
and demonstration of how this technique can be applied B
to force analysis.

At present, no widely accepted methodology exists
to fit together the many aspects of force analysis. War-
game models and theater level simulations provide only a
portion of the information which the decision maker, in
his evaluation of force alternatives, must weigh.
Strategic mobility, force readiness, overflight rights,
and the availability of foreign bases for staging and
support are just a few of the additional consideratlons
which affect the capability oi forces to meet contin-
gency situations. Force alteruatives must be evaluated
in light of both the capability of allied force& and the
ability of the US to provide timely reinforcement.

Network simulation provides a methodology to assist
force planiiars by quantifying the considerations which
are part of force determination. The results of war-
gaming, together with logistics ane mobility analysis, can
be pieced together to obtain an evaluation of the various
considerations ohich must be made. Risk analysis can also
be performed on the capability of force. to meet contin-
gencies in light of uncertainties associated with threat,
readiness, movement, and other considerations.

An examplc is presented to demonstrate the applica-
tion of network simulation in the analysis of force
alternatives.
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I. INTRODUCTION

1.1. Purpose 4,

This paper demonstrates the application of network 1
simulation to military force analysis. This application
is made possible by the adaptation of a flexible network
simulation technique and computer evaluation program.

1.2. Overview

This paper presents a brief review of network concepts
and techniques and then describes a particular network
simulation technique. The paper then shows how this
technique can be applied to the analysis of military
force alternatives. An example is given to demonstrate
the application.

1.3. Need

Figure 1 depicts some of the many aspects that are
part of the assessment of forces. Force assessment,
particularly of corps, theater or larger size forces,
is now done using many separate and sometimes unrelated
analyses. No one model, methodology, or technique now
exists to integrate the many factors that must be consid-
ered in assessing the overall effectiveness of a force.
An important component of this assessment, that of the
combat capability of the force, is often done either using
static analyses or large-scale computer wargames. These

techniques may require numerous assumptions regarding the
specific threat, scenario, and other input data. Further,
some aspects that affect capability such as logistics and
strategic mobility may only be treated superfically in the
analysis methodology. Data may be entered as fixed point
input when, in fact, there is considerable variability or
uncertainty. Results of analysis are often reported
without indicating their sensitiviry to variations in
assumptions and the input data. It is considered desir-
able to have a methodology where the effect of assumptions
and variability of input data can be examined. This paper
proposes the use of network simulation for this purpose.

XV

-973-

44



i MOB ILIZAT ION TERRA IN

MOBILITY COMMUNICATION

FIREPOWER

FOCSANALYSIS T

WETE VULNERABILITY
TRAINING OTHER

LEADERSHIP LOGISTICS

Figure 1

Elements in Force Analysis

2. NETWORK SIMULATION

2.1. Description

Network simulation is a modeling and mathematical
technique applied to complex problems to assist the
decision maker by breaking down the problem into manage-
able components. Networks and network analyses play an
important role in the Research and Development (R&D)
field as the planning and scheduling of project and pro-
grams can be readily modeled in network form.

2.2. Elements

The networks discussed in this paper use many of
the terms and concepts common to most networks. These
include the terms: graph, arcs, nodes, flow and path.

2.2.1. A graph is a drawing of a network using basic
symbols for nodes and arcs of the network. The example
in figure 2 uses blocks to represent nodes and lines to
represent arcs.

774:-



ARC"

NODE

Figure 2

Example of a Graph

2.2.2. Nodes represent events, milestones or decision
points, such as the start or completion of an activity.

2.2.3. Arcs represent tasks or activities. Activities
consume time and resources and produce some kind of output.

2.2.4. Flow over an arc represents conduct or happening
of the activity depicted by that arc. The direction of
flow is indicated by arrows on the arcs.

2.2.5. A path is a set of nodes connected by arcs which
begin at an initial (source) node and end at a terminal
(sink) node.

2.2.6. A network then is a graph in which the arcs are
assumed to carry some type of flow indicating the occur-
rence of a series of activities making up a large project
or program.
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2.3. Example Networking Techniques

The Critical Path Method (CPM) and the Program Eval-
uation and Review Technique (PERT) are familiar network
techniques used to plan and schedule projects and programs.
Recent developments have extended these techniques in
order to overcome some of taeir limitations. These devel-
opments have made network simulation a powerful technique
involving combinations of functions, probabilities anddeterministic values which may defy analytical comput-

ations. The network simulation technique explained in
the next section is extremely flexible, versatile in its
modeling capability and useful in the analysis of complex

processes.
1V

3. VENTURE EVALUATION REVIEW TECHNIQUE (VERT)

3.1. History

VERT was developed by Mr. Gerald Moeller of the U. S.
Army Armaments Command at Rock Island, Illiniois in 1973.
The current version was produced in 1977.

3.2. Description

VERT is a mathematically oriented, simulation networking
technique designed to assist in the assessment of risk
involved in a project or systems development effort. VERT
incorporates stochastic variables, probability of success
for each arc and logic on the nodes to reflect decision
rules and chance events. In addition to time and cost
parameters, performance is included to allow consideration
of time and cost tradeoffs for performance and risk. Major
features of the technique which make it quite useful in

analyses are (1) the transformations which allow modeling
parameter values as random variables or functions of varia-
bles evaluated elsewhere on network, and (2) the extensive
output options and data available.

1. The documentation on this technique is contained as
part of the computer program and is also explained in
an instructional pamphlet entitled: VERT, Venture Evalu-
ation and Review Technique, ALM-63-4080-Hl (B),,.United
States Army Logistics Management Center, Fort Lee,
Virginia. The interested reader is referred to either
of these because the discussion in this paper is only to
provide a feel for the capabilities of the technique.
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33. Operands

The principle symbolic operators used in VERT are the
nodes and arcs.

3.3.1. Arcs

Arcs generally represent activities which consume time
and incur cost to produce performance and have a probabil-

ity of successful completion. The values for these
parameters are entered as constants, random variables or
functions of values developed elsewhere in the network.
Arcs must have both an input and an output node.

3.3.1.1. Parameters

Arcs carry both primary and cumulative values for time,
cost and performance. The primary values are those estab-
lished for the particular arc by means of statistical dis- H

tributions or specified functions. The cumulative values
for the arcs are the sums of the cumulative values for the
input node and the primary values developed on the arc. In
addition each arc carries a probability of successful com-
pletion fcr the represented activity. Thus, although the
arc may be activated (or initiated), it may not be success-
fully completed.

3.3.1.2. Functions

Arc functional values are developed through the use of
transformations as listed in table 1. These transforma-
tions are used by specifying the variables of X, Y, and
Z as constants or previously derived values. The trans-
formations may be used in series for more complicated
functions.
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Table I"i
VERT Transformations

1. x*'t*Z R 14. X*(L0G (Y*Z)) -R

2. (X*Y)/Z a R 15. X* (LOG (Y*Z)) R
10

3. X/ (Y*Z) = R

4. 1/(X*Y*Z) - R 16. X*(SIN(Y*Z)) R

5. X+Y+Z M-I 17. X*(COS(Y*Z)) -R

6. X+Y-Z = R 18. X*(ARCTAN(Y*Z)) R

19, If X >Y, then Z - R
7. X-Y'-Z R If X(<Y, then Y -aR

20. If X >Y,thenY - R
8. -X-Y-Z -R If X <Y, then Z - R

9. X*(Y+Z) -R

21. If X > Y, then Z -R
10. X*(Y-Z) -R If X <Y, then X -R

22. If X >Y, then X a R
11. X/(YI-Z) BIf X (Y, then Z - R

12, X/(Y-Z) -R 23. (X*Y)+Z w R

z
13. X*(Y) -R 24. (X*Y)-Z = R

25. (XIY)+Z a R

26. (X/Y)-Z = R

Implies multiplication.
R indicates the resultant value.
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3.3.1.3. Statistical Distributions

VERT uses fourteen statistical distributions to
generate the appropriate random variables. These dis-
tributions are given in table 2. If the distributions
are not satisfactory, the user can enter a histogram
approximation.

Table 2

VERT Statistical Distribtuions

Uniform Exponential

Triangular Chi Square

Normal Beta

Lognormal Poisson

Gamma Pascal

Weibull Binomial

Erlang Hypergeometric 0,

3.3.2. Nodes 4

Nodes control flow in the network. The nodes are of
two types--those employing split logic and those having
unit logic. Split node logic employs separate logic on
the input arcs into, and output arcs out of, the node.
Split node logic requires that the input logic he satis-
fied before the output logic is initiated. Single unit
logic nodes perform both input and output operations sim-
ulaneously. Nodes may have escape arcs, which are follow
if the logic is not satisfied.

3.3.2.1. Split Input Logic

Input logic places cond!tions on the input arcs which
must be met in order to satisfy the node requirements.
If there is a chance that the input logic cannot be
satisfied, an escape arc is utilized so that flow will
not stop at an internal node. There are four types of
split~input logic.
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The start point of the network
~Th uses INITIAL input logic.

There may be several initial
nodes. Each is begun
-simultaneously with the same
start-up parameter values.

The AND input logic requires
that all input arcs be
successfully completed before
the output arcs are initiated.

The partial and (PAND) input
logic requires at least one
input arc to be successfully
completed but waits until all
arcs have been tried.

The OR input logic initiates
the output logic when the
first successful input arc has
been completed.

-980-
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3.3.2.2. Split Output Logic

L Output logic on split logic nodes is examined if the
input logic has first been satisfied. Output logic
determines which output arcs are to be activated. There
are four types of split output logic with three of one
type for a total of six.

The TERMINAL node does not
have any output arcs. Further
explanation is given below.

A The ALL logic initiates all
output arcs simultaneously.

The MONTE CARLO logic initi-
ates one and only one of the
output arcs according to a
user specified condition and
random draw.

There are three types of
FILTER logic which determine
which arcs are to be initi-
ated based on* (1) specified
conditions on the parameters,

T(2) the successful completion
of a specified number of input
arcs, or (3) the successful
completion of specified
input arcs.
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3.3.2.3. Unit Logic Nodes

Unit logic nodes match up pairs of input and output
arcs, placing conditions on the input arc to determine if
the respective output arc is to be activated. The four
nodes with unit logic are the COMPARE, PREFERRED, QUEUE
and SORT nodes. Unit logic nodes also employ escape arcs.

COMPA RE
The COMPARE logic selects the
optimal input-output arc set
based on weighted criteria on
the node parameters.

PREF

The PREFERRED logic selects the 1
optimal input-output arc set
based on user specified
priorities.

QUE n

The QUEUE logic processes the
input-output arcs sequentially
based on time of arrival and
number of servers (n).

SORT
The SORT logic processes the
output arcs in order of user-
specified parameter weightings.

3.3.2.4. Values on Nodes

Only cumulative va. ues of time, cost and performance
are computed for the interim and terminal nodes. Depend-
ing on the type of logic used by the node, the value for
the node may be the sum, average, minimum or maximum of
the cumulative values from the input arcs.
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3.3.2.5. Terminal Nodes

Terminal nodes are used to indicate the completion of
the last of a sequence of activities and to initiate the
collection of statistics for the iteration. Several
terminal nodes are usually used to indicate successes
and failures.

3.4. Evaluation

Once the decision process has been modeled as a net-
work using the VERT arcs and nodes, the model is evalu-
ated t. ough the use of a computer program designed to
simulace VERT networks. The simulation is conducted by
creating flow from the initial nodes and following this
through to the resultant terminal nodes. One trial solu-
tion consists of tracing the flow through the network as

controlled by the node logic and developing values for
the arcs and nodes for evaluation of the network. The
simulation process is repeated an appropriate number of
times to create a distribution of possible outcomes. The
computer program allows the user to select the type of
output for appropriate analysis. The amount and type of
output available make the program very useful in analyses.

3.4.1. Computer Program

The VERT computer program was initially written in
FORTRAN IV for the IBM 360/65 computer but is currently
operational on the IPM, CDC, UNIVAC and Honeywell systems.
There are approximately 4000 statement cards including
comments in the source deck. The core size required for
a network of about 00 arcs and 100 nodes is approximately
25 k words. Execution time for 500 iterations of a
network this size is less than one minute.

3.4.2. Output

The user may elect to see the value of each parameter A
on each arc and node for every iteration, a one-line
summary of the results of each iteration, or summary
results for the number of iterations. Time, cost and
performance data are provided for each terminal node, a
composite terminal node, requested internal nodes and
intervals between internal nodes. Relative and cumula-
tive frequency distributions are plotted for each of the
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three parameter values for the terminal and selected
nodes as shown in figure 3. Correlation plots and sta-

tistics as shown in figure 4 are also given for values

on the terminal and requested nodes. (Because of
reproduction difficulties, both figures 3 and 4 were
done on a typewriter copying the computer printer
output.) The critical path is indicated as well as
the optimum terminal node. These are selected based
on user-specified weightings applied to the parameters.

-984-
1l

N.1



Relative Frequency Cumulative Frouency

.05 .10 .15 0.2 0.4 0.6 0.8 1.055. 1 ---- I ---- I ---- I 55. 1 ---- I ---- 1 ---- I ---- I ---- I

I .000 1 .000
57. 1 57. 1

I .004 I .004
59. 1 59. I

I* .006 I .010
61. I 61. I

.022 1* .032
63. 1 63. 1

.047 1** .079
65. I 65. 1

I******** .081 1**** .160
67. I 67. I

**4******* .113 I******* .273
69. I 69. 1

S 4  .124 * .397
71. I 71. 1

I****.***1*** 117 .514
73. 1 73. 1

I .098 I ***** .612
75. I 75. I

I***** .093 I*** * A** .705
77. I 77. I

1*******  .065 * .770
79. 1 79. 1

;****** .061 * .831
81. 1 81. I

1*****  .052 * .883
83. 1 83. I

.041 * * ********* .924
85. 1 85. I

.032 * .956
87. I 87. I

.018 .**** *4 ***** .974
89. 89. 1

.015 ..989
91. I 91. I

It  .007 * .996
93. 1 93. 1

I .004 * 1.000
95. I 95. 1

0 .05 .10 .15 0 0.2 0.4 0.6 0.8 1.0

Figure 3
1

VERT Distribution Output

1. The horizontal axis reflects the relative and cumula-
tive frequency distribution of the outcome. The outcome
values are reflected on the left of each chart with the
respective tabular distribution reflected on the right of
the chart. The parameter, for instance time, is shown
as ranging from 55 to 95.
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XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXxxxxxxxx
y 2 y

y 211 1- yy 32 1 11 y
R yl 1 32 1 211 y
E y 21 3 1 1 y
D y 232234 2 y

y 11122332222 2 yP y 1 11222333 322 11 y

E y 11 34672811 yR y 1213 51353521 1 y
S y 1111123557834311 1 11 1 y
0 y 1 1 23223545241 11 y
N y 1132244834321 211 y
N y 1 13224769524133 1 Y
E y 1 2134656562411311 y
L y 1 16424665 62411311 y

y 1 34443344244151 2 11 y
L y 3 2845*44672211 1 y
0 y 34345678215121 1 y
S y 1 11456765431 1 y
S y 111125566297142 121 1 y
E y 1 1 53 5536522414 y
S y 1 1 3134351333224 1 y

y 112212 1454 413 1 1 y
y 21 232413311351 21 y
y 1 21 326332132112 y
y 1 13414 222 y
Y 1 2114121 1 1 y
y 11 2112 2 12 y
y 12 2 1 11 2 y
Y 1 1211 11 y
Y 1 1 1 y
Y 21 1 1 y
Y 1 2 1 2 y

Y y
Y i y
Y 1 y

xxxxxxxxxxxxxxxxxxxxxXXXXXXXXXXXXXXXXXXXXY

BLLE FERSNNEL LMSES

Figure 4

: VERT Correlation Output

1. Numbers indicate the frequency of occurrenceat each x, y point. A frequency greater than
9 is indicated by an asterisk.
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4, ADAPTATION

VERT was designed to assist in the assessment of risk
involved in programs and projects. However, Mr. Moeller
has made the conceptual model and automated technique
extremely flexible as well as powerful. The two features
which make the technique so useful are (1) the use of
transformations to model the three variables on the arcs
as random variables or as functions of variables eval-
uated elsewhere in the network and (2) the amount and
variety of output. The technique can be adapted to assist
in the evaluation of many tifferent complex problems,
particularly force assessmont. The remainder of the paper
will point out how the modeling technique can be adapted
for this purpose.

4.1. Use of Arc Parameters

The analyst may find that it is not possible to define
all of the interim factors and pertinent measures of effec-
tiveness (MOE) in terms of the three parameters of time,
cost and performance. It is possible however to use the
parameters to represent different variables on different
arcs. But the pertinent MOE must appear at the terminal
nodes so that output statistics can be computed in terms of
them. This can be done by having the first transformation
on the final arcs subtract out the cumulative values of the
previous nodes. Succeeding transformations can then be
made to develop the MOE from values computed earlier in the
network. The values on the terminal nodes are thus made to
reflect the appropriate MOE and are available for statis-
tical analysis.

4.2. Source of Input Data

For network simulation to be useful in force analysis,
it is necessary to determine meaningful relationships
between the factors which affect capabilitiy. Values and
relationships for interim variables used in the analysis
may come from network analysis or they may be the results
of separate analysis such as static assessments or com-
puter wargame simulation. Multivariate regression on a
series of wargames could provide the relationships for
use in VERT in the evaluation of force mixes and other
conditions not specifically wargamed.

4.3. Performance and Risk Evaluation

Network simulation provides a means to evaluate and
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compare force capability. A measure of the risk can be
determined which reflects the capability of a force to
meet a particular mission. Figure 5 depicts a cumula-
tive distribution reflecting what might be the output of
a network simulation, The NOE represented is the number
of days before a critical phase line is crossed. This
MOE was chosen as an indication of the combat capability of
the force when facing the threat in a particular scenario.
The figure shows the distribution of results running from
about 10 to 90 days. The histogram reflects the grouped
results as given in the computer output. The smooth curve
represents an approximation of the continuous distribution.

Cumulative

Distribution .. 0 *. .....

.10 .-...

- 10 20 30 40 50 60 0 0
Days Before Phase line Is Crossed

Figure 5

Example Use of Cumulative Distribution

4.3.1. Risk Analysis

Risk is defined in decision analysis as the uncer-
tainty or chance of failure in meeting schedule, cost
or performance goals. Risk can be measured in terms of
the probability of not attaining a desired level of
performance or meeting time and cost constraints. In
this case a measure of risk may be derived by inter-
preting the cumutative frequency as an estimate of the
probability that this force -ill not be able to hold the
phase line at least a desired number of days. Thus by
starting with the number of days which the line must be
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held, say before reinforcements arrive, the level of

risk associated with a particular force holding the line
the required time can be determined. Conversely, the
number of days can be determined for a specified risk
level. For example a ten percent risk level in the above
results indicates 24 days, i.e., the results indicate a

ten percent risk factor for this force holding the line
24 days. Starting with a desired holding time of 50 days
shows a 50 percent risk factor.

4.3.2. Comparative Performance

The cumulative distribution may be used as a measure
of performance of a particular force or as a compari-
son measure of different forces. The results of
decision rules, or the sensitivity of the results to
assumptions or input variables may also be compared.
Mean or median values or any of the percentage levels
in the cumulative didtribution may be used for comparing
different force mixes or quantities. The level of risk
for stated capability levels, the capability levels for
stated levels of risk or combinations may be used for
comparison of force capabilities.

4.4. Example Force Analysis Problem

To demonstrate the application of network simula-
tion to the force assessment process, the following
hypothet.ical example has been constructed. The
specified relationships are stated for example only.

4.4.1. Description

The problem is to analyze the combat results when
a friendly Blue force opposes an enemy Red force. The
forces on both sides can be committed in two increments.
The amount of forces committed on both sides in the first
period is a function of the warning time, which can be
treated as a random variable over a fixed range. For
this example, personnel and territory loss rates are
treated as functions of the force ratio. Further, as
each relationship has been drawn from a regression
analysis, the relationship includes variation around
the respective regression line. The initial increment



of Blue forces can lose the battle if the first phase
line is crossed indicating the forward edge of the battle
area (FEBA) has moved too far and too much territory has
been lost before reinforcements arrive. Once the reinforce-
ments arrive, the battle can terminate in one of three ways:
a break off point is reached for either Red or Blue forces
because of personnel losses or the second phase line is
crossed indicating again that too much territory has been
lost.

4.4.2. Formulation

The network example is formulated as shown in figure 6
and table 3 indicating the relationship of arcs, activities,
nodes, parameters and MOE. Activities, indicated above
the arc names, may require two or more arcs because more
than three variables may need to be evaluated for that
activity. The explanation in the paragraphs below is
given in terms of the activities.

INITIA( INITIAL BLUE LOSS if T(o
VALUES LOSSES MUCH FIFIA LOST

BEGIN E IOL.? STATI
NA A A I E B

H lRUT IME ANLILRlTEB 1 --
0 RESULTING

FORCES

NEW NEW DA ILY MINIMUM TIME
TOTAL fORCES LOSS RATES TO BAIW~ END LS2 L

N L LR.ATtS AN TFEBAL LM

Figure 6

Example Force Analysis Network



Table 3

Arc Parameters for Example Network

Arc "Time "Cost" "Performance"

FORCEI Warning time Blue forces Red forces

RETIME - FEBA location Reinforcement time

LRATER Force ratio Red losses

LRATEB - Blue losses FEBA loss

TLFEBA Battle time Blue losses FEBA loss

FORCER FEBA location Blue forces Red forces

FORCE2 - Force ratio

LRATES FEBA loss rate Red loss rate Blue loss rate

TBLUEL Time to Blue Blue losses FEBA loss
breakpoint

TFEBAL Time to FEBA Blue losses FEBA loss
breakpoint

TREDiL Time to Red Blue losses FEBA loss

breakpoint

BLOSS2 Battle length Blue losses FEBA loss

BLOSS3 Battle length Blue losses FEBA loss

RLOSSI Battle length Blue losses FEBA loss
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4.4.2.1. Initial Values

Two arcs are used to derive the values for the
following variables: warning time, reinforcement time,

initial Blue and Red forces, and initial FEBA position
(measured in kilometers from some zero location).
Warning time is derived as a random variable with
specific distribution over a fixed range, initial FEBA
position is entered as a constant and the other variables
were modeled as functions (the regression and residual)
of the warning time.

4.4.2.2. Initial Losses

The arcs LRATER and LRATEB develop the force ratio,
personnel and FEBA loss rates and compute the amounts of
personnel and FEBA loss for the initial force. Loss
rates are modeled as a function of the force ratio. Loss
amounts are modeled as functions of loss rates, initial
forces and the length of time before the reinforcements
arrive.

4.4.2.3. Blue Loss If Too Much FEBA Lost

If the amount of FEBA lost exceeds a specified amount,
the node STATI sends the flow along the arc TLFEBA and
the simulation terminates. The arc TLFEBA computes the
battle length, the amount of Blue personnel losses, and
FEBA loss when this situation occurs.

4.4.2.4. Resulting Forces

If the initial forces sufficiently delay (without
being pushed beyond the first phase line), the amount
of reinforcements is determined by subtractig the
initial forces from the total available Blue and
Red forces. The arc FORCER determines the resultant
Blue and Red forces and current FEBA location.

4.4.2.5. New Total Forces

The new force ratio is determined on the arc
FORCE2.
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4.4.2.6. Now Daily Loss Rates

The daily personnel and FEBA loss rates are determined
on the arc LRATES, modeled as a function of the force
ratio and force levels.

4.4.2.7. Determine Minimum Time to Battle End

By dividing the remaining forces and distance between
the FEBA and second phase line by the daily personnel and
FEBA loss rates respectively, the number of days until
battle termination can be computed for each of the three
possibilities of Blue loss because of personnel or terri-
tory or Red loss because of personnel. The arcs TBLUEL,
TFEBAL and TREDiL compute the time and resultant losses
for each case.

4.4.2.8. Termination

The node IINTI matches the input and output arcs based
on the minimum time computed for the three termination
possibilities. The arcs BLOSS2, BLOSS3, and RLOSSI compute
the desired MOE of battle length, total Blue personnel
losses and FEBA lost for whichever path is followed.

4.4.3. Analysis

The VERT output gives the following information for
analysis:

1. Frequency of termination in each terminal node.
This is useful in determining probabilities of outcomes,
e.g., 30% chance that initial Blue forces will not be
able to survive until reinforcements arrive.

2. Distribution, statistics and correlation of outcome
values for the chosen MOE of length of battle, amount of
Blue force losses, and FEBA loss.

3. Distribution, statistics and correlation for the MOE
on the composite terminal node indicating battle length,
personnel losses and FEBA losses, irrespective of which
side lost or how.
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4.4.4. Utilization

By changing values, relationships, and decision logic
rules, analysis can be made of the sensitivity of results
to these changes.

4.5. Extensions

The example problem was a greatly simplified network.
For instance, it modeled the amount of forces available in
the first period only as a function of warning. Many
additional factors might affect the initial force size, to
include the amounts of strategic or intratheater mobility

available, the availability of intermediate staging bases,
and port clearance capacities in the theater. The amount of
reinforcements might also be dependent on the probability
of interdiction as well as the existence of rising crises
in other contingency areas. These events could be modeled

as extensions of the basic network. Their effect on the
combat results could be modeled in accordance with the
type of effect various possibilities have on the forces
available and hence on the ultimate battle outcome.

Another potential extension is the inclusion of a sub-
network for the air battle which would interact with the
ground battle accordiqg to the amount of close air support
available and its effect on the ground battle.

4.6. VERT Improvements

This paragraph describes some of the improvements made
to the VERT program which have been designed to assist the
analyst and make the model more responsive to the analyst's
needs.

4.6.1. The VERT program requires a significant amount of
the analyst's time to design and build a computer data
deck for the model. Once the initial data input is
prepared, the model has extensive data error checking
sections which insure compatibility with the network

programs. When errors are incurred, an error message is
printed on the output and the processing is usually
stopped, requiring corrections to the data deck. This
corrected version is then rerun and the process
continues until a successful completion.
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4.6.2. The first imvrovement is the use of card-image
file, created using a CRT device (terminal display screen),
thus saving considerable set-up and modification time.

4.6.3. A real-time version of the batch VERT program was
created to assist in the debugging phase of development.
This real-time model uses the card-image file described
above so that changes to the data file can be made quickly
and the simulation rerun. In the production phase this
real-time model also cuts down the turn around time
considerably.

4.6.4. To assist in the development and modification of
the network model a graphics package has been designed to
provide a representation of the significant parts of the
network. Three levels of detail are provided: level I
gives a list of the arc names, respective nodes and com-
ments (see figure 7); level 2 provides each node and its
respective connecting nodes and arc names (see figure 8);
level 3 draws the nodes and arcs in network display (see
figure 9).
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5. UTILITY OF NETWORK SIMULATION IN FORCE ANALYSIS

The use of network simulation in an application such
as the hypothetical example or an extension of it would
highlight the activities, assumptions, and relationships
to which the outcome of each alternative is sensitive.
For instance, analysis might show that the battle outcome
is more sensitive to the time distribution of the arrival
of Blue forces than to the total amount. This would indi-
cate improvements in mobility or forward basing would add
more to the chances of success than increases in the force
size.

Another valuable use is the investigation of the

criticality of assumptions. If, for example, the chances
of battle success are good when ammunition for the force
is avaiable in great amounts, but are considerably
decreased when the ammunition available is limited, then
additional funds for ammunitions may produce better
results than additional forces.

For the model to be effective and useful, the analyst
using network simulation must assure that the model
realistically portrays the relationships which exist.
The entire problem needs to be correctly defined with
the proper alternatives and interrelationships of events.
It is necessary then that the analyst be completely
familiar with not only the entire force development
process, but also the decisionmakers' perspectives and
preferences in the process.

6. SUMMARY

Because of the many facets of force assessment, there
exists a need for a methodology to synthesize the results
of many separate analyses. Currently no methodology or
technique does this adequately. There is also a need
to incorporate the variability of input factors and
assumptions and thus provide a measure of uncertainty
regarding the output measures of effectiveness.

Network simulation, particularly using VERT, is very
flexible and can be adapted to incorporate results from
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various analyses. VERT allows the user to investigate
the effects of assumptions, input data and decision rules
on force capability or other measures used in force
assessment.

The application of network simulation is a new approach
to force assessment. It shows considerable potential to
handle many parts of the problem previously only partially
dealt with.
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COMBAT EFFECTIVENESS, COEAs AND
TRAINING ANALYSIS

LINDSAY F. PHILLIPS

US Army TRADOC Systems Analysis Activity
White Sands Missile Range, NM 88002, USA

ABSTRACT. A key problem in the conducting of a COEA
study is the analysis of the Operational Effectiveness of a
given Weapon System in relation to the Combat Effectiveness
of a Combined Arms Combat Team. Similarly, a knowledge of
the required minimum Combat Effectiveness of the Combined
Arms Combat Team and the required minimum Operational Effec-
tiveness of a given Weapon System organic to that team leads
to a set of minimum performance standards which may be used
as the basis for developing new training programs or as a
tool in analyzing present training programs.

This paper outlines a procedure, using Force-on-Force
combat simulation models, which relates a desired level of
Combat Effectiveness to performance parameters of a given
Weapon System. A methodology is introduced utilizing the
results of these procedures in a COEA analysis. The appli-
cation of these procedures to training analysis is dis-
cussed. Examples are given. The output of COEA studies
and training analysis using these methodologies will lead,
for COEAs, to weapons systems ranked in terms of their
probability of meeting combat goals, design goals, and
cost goals in that order, and for training analysis
studies, to minimum training goals which will permit the
achievement of the desired combat effectiveness goals.
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1. INTRODUCTION

The US Army (USA) conducts a Cost and Operational
Effectiveness Analysis (COEA) study of each major Weapon
System (WS) to be added to the USA weapons inventory. A key
problem in conducting a COEA study is the analysis of the
Operational Effectiveness (OE) of a WS when employed in
combat within a Combined Arms Combat Team (CACT) usually
of reinforced company size or larger. In addition, the
training subsystem of a major WS is analyzed through a Cost
and Training Effectiveness Analysis (CTEA) study. In many
cases, the treining and performance standards developed in
a training package may have little relation to the minimum
OE requirements of a WS used with a CACT in a tactical
situation. This paper will present a methodology, using
Force-on-Force (FOF) combat simulation models which will
allow the analyst to estimate the minimum OE requirements of
a WS in a CACT in terms of Combat Effectiveness (CE) para-
meters, relate these minimum requirements to training and
performance standards, and finally to rank order a weapon
system in terms of its ability to meet combat requirements,
design specifications, and cost limitations in a form easily
digestible to decision makers.

2. METHODOLOGY

2.1 Basic Ideas

2.1.1 Weapon System Performance Parameters

Given a particular combat scenario, the OE of most
infantry type weapon systems will depend upon the Proba-
bility of Hit (P H), Probability of Kill (PK), and Rate of

Fire (RF) of the weapon assuming man-in-the-loop. Other WS

parameters which effect OE and which involve such parameters
as Reliability and Maintainability (RAM), Logistics, etc.,
can be reduced to perturbations or P or R The P given

H F* K'gie
a hit, is an empirically determined parameter dependent only
upon the physical characteristics of the warhead and the tar-
get and independent of PH and RF . Hence, it is assumed that

the fundamental WS parameters of interest, which also include
the effects of the man-machine interface, are simply the P

and RF ot the weapon system.
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2.1.2 Minimum Required Battle Outcome

It 'is often assumed or "required" that the "friendly"
forces must win the first battle of tne next war. This is
an ideal and not a minimum acceptable requirement suitable
for analysis. For purposes of analysis, it is more mean-
ingful, both militarily and analytically, to require, as a
minimum requirement of the outcome of a battle, that the
friendly forces, i.e., the CACT under consideration, shall
not lose the first battle of the next war or any other
battle for that matter. This requirement allows a stale-
mated battle -condition, i.e., a battle in which neither side
"wins". This idea, coupled with the idea of PH and RF

describing the essential combat characteristics of a weapon
system, including the effects of man, will allow the analyst,
through the use of combat simulation models, to determine

the weapon system parameters, P1H and RF, which will produce

measures of the minimum required combat effectiveness of a
CACT in a stalemated battle under given scenario conditions.
The minimum required combat effectiveness will be expressed
in terms of the initial force ratio (FR) defined as the

ratio of unfriendly forces to friendly forces.

2.2 Procedure

2.2.1 Use of Force-on-Force Models

The use of large scale, Force-on-Force computer simula-
tion models is required. The model may be either stochastic
or deterministic. We have found that deterministic models,
based upoa the application of Lanchester's equations of war,
are satisfactory and require much less labor and time than
the stochastic models to obtain a useful result.

To date, we have applied the TRASANA combat simulation
model using a European scenario in the analysis of training
standards for two Anti-Tank Guided Missile (ATGM) systems.

The P and RF required to produce a stalemated battle con-

dition against an opponent of initial force ratio (F ) in a

given scenario were obtained rather quickly with minimum
effort assuming no requirement to completely design the
basic combat scenario model including the terrain model to
be used. The results of these studies were instrumental in
influencing the weapon procurement decision making process.
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2.2.2 Stalemated Battle Outcome Condition

The Fractional Exchange Ratio, (FER), defined as

% RL
FER - (1)% L

where % RL is the percent of RED losses (% unfriendly force

losses) and % BL is the percent of BLUE losses (% friendly

force losses), is often used to determine battle outcome.
We have used an end-of-battle condition to be that point at
which either RED or BLUE forces have suffered an attrition
of 60 percent. At this point the FER is calculated and if

1. FER > 1, then BLUE is considered to be winning the
battle since the force ratio has decreased during the battle,

2. FER < 1, then BLUE is considered to be losing the
battle, since the force ratio has increased, and if

3. FER - 1, then the force ratio has remained unchanged
and the battle is considered a stalemate with neither side
1winning". We take the condition of

FER - 1.0 (2)

to be the required minimum acceptable battle outcome, namely
4 that of a stalemated battle.

2.2.3 Development of the FER - 1.0 Envelope

Our task is to develop an envelope of PH' RF values vs.

FR under the conditions of FER - 1.0. This is accomplished

as follows:

1. Develop a set of scenarios, say k in number, dif-
fering only in the size and composition of the RED forces.
This will provide k scenarios differing only in the FR.

This is easy to accomplish if a "standard scenario" is avail-
able which can be changed by adding or deleting units of the
RED forces by simply changing certain scenario input para-
meters.
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2. Arbitrarily select a set of PH and RF parameters,

say m and n in number respectively. This will provide m
values of PH and n values of RF .

3. Choose a value of P and RM, denoted by P1t and

R F respectively, where the capital superscripts denote
particular values of P H and RF, and, while holding these

values constant for each simulation, make a combat simula-
tion run for each of the k values of FR where FR is the

force ratio wh-ich label each of the scenarios to be used.
Compute the FER at the end of each battle.

4. Plot the FER vs FR curve. In general, the results
will resemble Figure n.

P = Constult.

'4,,

F N

RF_=.Cnst m

INMTAL FORCE RATIO (FR)

Fig. I Fractional Exchange Ratio vs. Initial Force Ratio
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The functional form of the FER vs. FR curve can be estimated

to any degree of accuracy by performing a polynomial fit in
the Least Squares sense. We have not found it necessary to
perform a fit of any higher degree than that of a linear fit.

5. Calculate the value of FR at the intersection of the
FER - I and FER vs F curves. Denote this value of F at

MNR R
FER a 1.0 by FRS'N which corresponds to a value of FR which

can be stalemated for the constant values of PHM and RFN

used.

6. Repeat steps 4. and 5. for all values of P and plot
mNH

the Pt vs FRS curve where N denotes the constant value of
N H R

R F used and m denotes the set of the values of PHm used.

The result will resemble that of Figure 2 for FER 1.0.

4 FEB = 1.0

o

E-4

0*

mN
CONSTANT R F STALEMATED FORCE RATIO (FRS)

' F~mN
Fig. 2 PH vs. F Curve ac FER =1.0
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The functional forms of the P1H vs. F ~Ncan often be

satisfactorily estimated by a Least Square linear fit to
the data.

7. Steps 4. and 5. and 6., are repeated for each value
of R F choosen. Upon ccuplttion, one obtains an envelope of

(P11  RFR) values as shoun in Figure 3.

FER = 1.0
C 1 ' C2  Constants

E-4
(P R

I0N

0

RS RS RS

F RS max ,zin FSmima

STALEMATED FORCE RATIOS ( S

Fig. 3 The (P H, r*F, FRS ) Envelope

The envelope is bounded by two Iso - R F lines corres-

ponding to the minimum and maximum values of R chosen and
win maxF

by the lines PH P1 mi and P. a P mxcorresponding to the
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extreme values of PH chosen. Any particular (P H R FN) pair

within the envelope has associated with it a value of the
MN

force ratio which may be stalemated, FRS , with these values

of PH and R .

The total number of computer simulation runs required
to generate Figure 3 will be no greater than the cartesian

Aproduct of the maximum values of m, n, and k. We have

obtained useful results with as few as 18 computer runs
corresponding to the maximum choosen values of (m, n, k)
being (3, 2, 3).

3. APPLICATIONS OF THE FER - 1.0 ENVELOPE

3.1 Cost and Operational Effectiveness Analysis (COEA)

3.1.1 Interpretation of FER - 1.0 Envelope

Weapon Systems are designed with a PH and RF specified.

Suppose this design point corresponds to the point
D(PpjD, RFD) in Figure 4.

FER = 1.0
CI C = Constants

= P m ax - i ..

o D

1
m i n

(F ____ (FRs)G

(FRs)min  (FRS)D

FORCE RATIO FOR STALEMATED BATTLE (Fs)

RS

Fig 4 Performance Requirements Overlaid on FER - 1.0
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Suppose further that it is required to achieve a stale-
mated battle coidition corresponding to FER - 1.0 against
some initially unfavorable force ratio of FR > I no smaller

than that designated by (FRS)min' That portion of the

(PH' RF, FRS) envelope to the right of the line

FRS (FRS)min represents an excess of weapon system combat

effectiveness capability to meet the minimum required threat
successfully. That portion to the left represents a defi-
ciency in weapon syst.,m capability to meet the required
minimum threats, subject to the constraints of the scenario
including, but not limited to, tactics, weapons mix, terrain,
etc.

3.1.2 Probability of Achieving Weapon System Performance
Parameters

Associated with each general weapon system parameter
pair G(PHG, RFG), there exists a probability P(G) that

the WS will achieve that performance. Let D(PHD, RFD)

be the parameter pair point corresponding to the design
parameters of the WS and let P(D) denote the probability
of WS achieving that design point. Physically, P(G)
should be a bivariate distribution centered, most gen-
erally, in an asymmetrical fashion about the design
point D, with P(G) decreasing more rapidly in the direction
of increasing PH and RF and decreasing more slowly as P

and RF decrease. A symmetrical distribution is possible

only in very special cases. For example, PH = .5 could

lead to a symmetrical bivariate distribution with RF. Pre-

liminary calculations could assume any physically reason-
able distribution. Field test data will provide additional
information regarding the distribution P(G). The expected
value E(PHE, RFE) belonging to the set G(PHG , RFG) can

then be calculated. The points G(PHG , RFG), D(PHD, RFD),

and E(PHE, RFE) are shown in Figure 4. The line

FRS (FRS)mi and the value of FRS corresponding to the

point G are also shown.
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3.1.3 Rank Ordering

Suppose there are "i" weapon systems which must be
compared. Let "b" denote the base system, usually the cur-
rently fielded system, to which all other systems are to be
compared. Given the values of (FRS)E, (FRS)D and (FRS)min

corresponding to the stalemated force ratio which can be
achieved by the expected values (PHE' RFE), the stalemated

force ratio which can be achieved by the design parameters
(PHD' RFD), and the minimum force ratio which must be stale-

mated respectively, one performb the following calculntions
where the superscript or subscript "i" denotes quantities
associated with the ith weapon system under consideration
and the superscript or subscript "b" refers to the base
system:

Let AK.i  Ki -K b  (3)

where K. = (FRs)Ei - (FRS ) min

and K b (FRs)Eb (F RS)min

Also let ADi  D.- Pb  (4)

where D. (FRs)Ei - \FPO) b

and Db * (FRS)E - (FRS)Db

The difference, AKi, is a n'eest,,t of how well the ith

system is expected to meet its combat effectiveness require-
ment relative to the base case. The quan.'ity, ADi, is a

•- loll-
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measure of how well the ith system can meet its design
requirements relative to the base case. The system with the
highest.AKi will be the most combat effective system. The

1

maximum AD. will identify the most design effective system.

If one now introduces a cost factor A$. defined by
1

A$i . COSTb - COST (5)

where COST is the cost of producing one unit of the base
b

case system and COST. is the cost of producing one unit of

the ith system, then a simple rank ordering of all the sys-
tems in descending order of AK AD and A$i will produce

a rank ordering of the weapon systems under conuideration
in terms of combat/operational effectiveness, design
effectivenesu, and cost effectiveness respectively The
weights assigned to each factor, AKi, ADi, and A$i, are

left to the discretion of the decision maker since the
arbitracy combination of these three factors will produce a
single arbitrary rank ordering, essentially dependent upon
the weight system used.

3.2 Training Applications

3.2.1 Determination of Minimum Training Standards

From the previous discussion, it is known what values
of PH and RF lie along the line FRS n (FRS)min * As long as

trainees ean perform with the weapon system such that
their PH and RF parameters lie to the right of the (FRS)min

line, then the weapon system, including man, will meet the
minimum combat effectiveness requirements. A weapon system
unit is technically "combat ready" if the crew of that unit
can produce a performance to the right of the (F ) line

RS min
of Figure 4.

One possibility of determining minimum training standards
is to define some arbitrary increment 6 of FRS. Those

trainees performing to the left of [(F RS) - line as

indicated in Figure 5, would be terminated in their training
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due to unsatisfactory performance whereas those performing
better than [(FRS)min + 6] would satisfy all training per-

formance requirements and be available for the combat units.
Those performing in the transition range of [(F RS)min +6]

could be either recycled or terminated from training if
their performance did not meet standards. Although the
increment 6 is somewhat arbitrary, a reasonable value could
be estimated from the FER - 1.0 envelope and from weapon
system performance data or by assuming some reasonable lower
limits to PH and RF based on weapon system design specifi-

cations. The percentage of trainees who are able to meet
certain PH, RF criteria might also be of assistance in

determining a value of 6. However when 6 is determined,
it must be translated into minimum acceptable values of
the performance parameters.

H

1 I

H° I IIFail Trainsition sol Puss -0

(FRS) min- (F RSmin (FRS1min +

STALEMATED FORCE RATIO (FRS)

t

Fig. 5 Training Criteria in terms of (F R)min
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3.2.2 Revision of Training Standards

Suppose their exists a fielded weapon system and
training program. Suppose further that the training program
is based upon a set of standards determined by "experience"
with the fielded system and "knowledge" of trainee require-
ments and not upon analytically derived weapon system combat
effectiveness requirements. Quite often the product of
such a training program fails to meet the quality expecta-
tions of the training program developers. This often
drives a training improvement program, sometimes of massive
proportions and impact on training resources. By perform-
ing an analysis of the minimum acceptable weapon system
performance parameter values by the methods proposed in this
paper, i.e., by analyzing the FER a 1.0 envelope, one can
readily develop revised training standards which are com-
patible with the combat effectiveness requirements. It is
our experience that current training requirements are often
more stringent than necessary. Our analysis of two ATGM
systems led to cost savings in both training programs with-
out sacrificing combat efficiency.

4. FINAL REMARKS

4.1 Usefulness of Methodology

The development and use of an envelope of weapon system
performance parameters corresponding to a parameter relatedk" to stalemated battle conditions has proved itself to be a

simple, quick, inexpensive, and extremely valuable tool in
analyzing weapons performance requirements and training
requirements in terms of overall unit combat effectiveness.
Of course, the procedures we have followed could have been
performed for any given battle outcome as defined by any
constant FER. The choice of FER is the choice of the
analyst and the problem which is being addressed.
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4.2 Applicability of Methodology

In general, our methodology is applicable to any three
parameter problem under the condition of a fourth parameter
remaining constant. All that is required is an appropriate
computer model which can generate the relationship between
the four parameters. It is our feeling that a wide variety
of problems can be successfully attacked with the method-
ology we have described.

4.3 Accuracy of Methodology

The accuracy of the method is dependent upon the charac-
teristics of the computer model used and the method of
fitting analytical curves to the data generated. In our
work, we were satisfied that reasonably elementary data
fitting methods were consistant with model accuracies and
our analytical objectives. If one wishes a "ball park"
estimate, then useful results can be obtained in days rather
than weeks or even months. Herein lies the value of our
methodology for related combat effectiveness of a combat
unit to the performance parameters of a given weapon
system employed by that combat unit.
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RESOURCE ALLOCATIONS IN FORCE-ON-FORCE/FORCE MIX ANALYSIS

ROBERT P. HUNT, PHILLIP N. BILLINGSLEY, R. CARROLL LAIL

Special Projects Division,Rasource Analysis Branch,

US Army TRADOC Systems Analysis Activity
White Sands Missile Range, NM 88002, U.S.A.

ABSTRACT. This paper presents the models used at TRASANA
in the evaluation of alternative force resource require-
ments. These models fulfill the amplified need to relate
and quantify cost and combat effectiveness and assess the
impact on nut year defense planning for a new weapon sys-
tem. Using current COEA and study efforts, this paper pre-
sents and discusses the resource analysis results and impli-
cations using the Force Stratification System (FSS) and RECAP
models. The paper includes the analytic workings of the
models, as well as a discussion of the analysis results of the
model output. As a summary, the paper presents weaknesses in
the current forze cost methodology and a projection to future
force cost trends and requirements.
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1. INTRODUCTION

1.1. In today's environment, changing economic values and
rapid advances in technology make both cost and effectiveness
central issues in the acquisition of a major weapon system.
This paper will present and discuss those resource (cost)
models used at the Training and Doctrine Command Systems
Analysis Activity (TRASANA) in the evaluation of alternative
force resource requirements in the context of an Lrmy Cost
and Operational Effectiveness Analysis (COEA). The models,
which display resource requirements, are the Force Strati-
fication system and the Resource/Cost Analysis programs.

1.2. The display of resource requirements associated with
various force alternatives serves two basic purposes. This
display of resource requirements allows the analyst to eval-
uate near and out-year funding requirements which effect
various budgetary decisions, i.e, how much procurement money
is required or what is the impact on personnel requirements.
Also, a display of alternative force costs allows the analyst
to calculate a relative cost factor for each alternative.
(The relative cost of an alternative is defined as the cost
for an alternative over a specific period of time, normally
20 years, divided by the cost of the base case over the same
period of time.) The relative cost factor serves as an index
with which cost and effectiveness can be directly compared.

1.3. TRASANA's force resource models are computer programs
which sort, classify, and redistribute the forces resources
defined by using several data files in the systems library.

1.3.1. One data file contains coded information on person-
nel, equipment, and units, It contains functional coding
for all special skill identifiers (SSI) and military occupa-
tional speciality (MOS), civilian job specialities, and all
TOE (Table of Organization and Equipment) items of equipment.
It also contains functional and operational characteristic
coding for all TOE units.

1.3.2. The other files contain the most current data avail-
able and are obtained directly from other Army force plan-
ning and accounting processes. These files contain the
master authorization data required to determine the quantity
of resources assigned or authorized to a TOE. They also
contain information on the dollar cost of personnel and
equipment. The information on TOE units is obtained from
the TOE Master File maintained by the US Army TRLDOC. Cost
information, which has been approved by the Comptroller of
the Army, is obtained from the Force Cost Informlation:
System (FCIS).
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These cost data exist in a nonrecurring and annual recurring
format.

2. FORCE STRATIFICATION SYSTDI

2.2. The Force Stratification System (FSS) is really two
separate force analysis processes. The larger process is
designed to analyze TOE forces by Standard Requirements Code
(SRC). The smaller process is designed primarily to analyze
Non-TOE forces. Each process has application to both
current and future force analysis.

2.1.1. FSS provides an additional insight into an Army
force. It allows the military planner to look beyond
branches or units of the force and view all resources. FSS
displays those resources that have been assigned to a parti-
cular functional area and accounts for the number of person-
nel and the nonrecurring and annual recurring dollar cost of
personnel and equipment assigned to each function.

2.1.2. FSS is a multiphase sorting and classification pro-
cess. The first phase deals with sorting and classifying
personnel and equipment based on the functions they perform.
The 64 functional areas into which resources are stratified
are shown in Figure 1.
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Figure I Force Stratification Functions
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The functional areas range from combat functions to combat
service support functions. These functions are unique to FSS
and represent a detailed look at resource allocations. For
ease of discussion, the 64 functions are also "rolled-up" into
10 summary functions.

2.1.3. The second, third, and forth phases of the multiphase
sorting and classification process deal with the operational
characteristics of a resource. As the multiphase sorting
process proceeds, a force stratification matrix, Figure 2, of
the resources is developed.

DSRFUNC A~ I NTEL il MW V ~ilD,-

FI ARMY
-CORPS _

DIVSIO

GP/REGTY

Figure 2 Force Stratification M!atrix
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The following are examples of other information that is
available:

1. Beneficiary (See Figure 6 for definitions)
(i) external,
(ii) internal,
(iii) subordinate.

2. Comand Level
(i) theater,
(ii) field Army
(iii) corps,
(iv) division
(v) brigade,
(vi) group/regiment,
(vii) battalion,
(viii) company,
(ix) team.

3. Other
(i) branch/area,
(ii) centralization/decentralization,
(iii) span of control.

2.2. Examples of FSS Output

2.2.1. If an analyst were interested in knowing what
percent of the personnel in a certain force were used for
medical support, he might follow the plan presented in
Figure 3.

COMBA TRENGTH
INFANTRY 100.000
ARMOR 60.000

TOTAL COMBAT 240,000

COMBAT SUPPORT
AVIATION 10.000
TRANSPORTATION 35,000

TOTAL- COMBAT SUPPORT 110,000

COMBAT SERVICE SUPPORT
AMJUTANT GENERAL 7,000
MEOICAL 40,000

TOTAL COMBAT SERVICE SUPPORT 150.000
TYPICAL ANALYSIS: 40.000 TOTAL 500,000

MEDICAL SUPPORTs :0 0.00

Figure 3 US Army Troop List
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In this analysis, the total number of personnel is cal-
culated in the force and the total number of personnel in
medical units is calculated to form a ratio, 8 percent in
Figure 3. This approach, commonly called the TOE method,
has at least three disadvantages. These disadvantages are
presented in Figure 4.

DISADVANTAGES OF FORMER SYSTEM

# MANY PERSONNEL IN MEDICAL UNITS ARE NOT PERFORMING
MEDICAL FUNCTIONS, FOR EXAMPLE. CLERKS. MAINTENANCE.
SUPPLY

* MANY ,4EDICAL PERSONNEL IN NON.MEDICAL UNITS. FOR
EXAMPLE. MEDICS IN AN INFANTRY BATTALION

# MEDICAL COSTS ARE NOT REPRESENTATIVE OF THE ACTUAL
MEDICAL COSTS IN-THE FORCE

Figure 4 Disadvantages of Former System

Figure 5 presents a comparison of the results obtainable
from the TOE method and FSS or MOS method. This comparison
shows different results are obtained for each method in
the medical support.
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In addition to the comparison of medical limits, Figure 5
presents the difference obtained from the various methods
at the ten summary levels.

2.2.2. FSS may be used to present beneficiary stratifica-

tion of various units. Figure 6 lefines beneficiaries of
functions.

BENEFICIARIES OF FUNCTIONS

+ EXTERNAL FUNCTION - ONE WHICH IS BEING
PERFORMED FOR THE TOTAL FORCE

+ INTERNAL FUNCTION - ONE WHICH IS BEING
PERFORMED ONLY FOR THE UNIT TO WHICH
THE RESOURCE IS ASSIGNED

+ SUBORDINATE FUNCTION - ONE WHICH IS BEING
PERFORMED FOR SUBORDINATE UNITS

Figure 6 Beneficiaries of Functions

The result of beneficiary stratification when applied to a
mechanized infantry battalion is presented in Figure 7.
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BENEFICIARY STRATIFICATION OF
MECHANIZED INFANTRY BATTALION

(TO[ 7.4641

INC UNPT NMAIT S P N"4 iRN

IMC

u f OF 1VVOlI

UIINAL

INTIANAL

Figure 7 Mechanized Infantry Battalion

2.2.3. The FSS offers many other types of comparison.
Figure 8 through 11 illustrate how FSS can be utilized
to compare various division forces. These figures show
personnel, summary supply, and two categories of the sum-
mary supply function, namely ammunition and petroleum, oil,
and lubricants (POL).

3. RESOURCE/COST ANALYSIS PROGRAMS

3.1. The Resource/Cost Analysis Programs, (RECAP) were
developed to supplement the Comptroller of the Army's
Force Cost Information System (FCIS). le FCIS output,
examples in Figures 12 and 13, gives total cost for a unit
by funding appropriation and theatre but gives little
visibility into the force itself.
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DIVISION COMPARISON
(MANPOWER IN PERCEN)

jPE DIVISION
FUNCTION AIRSORNI INFANTRY MECHANIZED ARMORED AIRhlO~I'.
I DOE 56.7 51.7 47.1 46.9 39.S

11 INTEL 2.0 2.0 2.4 2.1 1.6

III MVT 3.0 3.4 3.4 3.6 7.5

IV Comm 7.2 7.2 6.9 6.9 1.5
V SUPPLY 4.5 4.1 4.7 4.7 6.9

VI MAINT 1.0 12.3 15.1 15.9 11.1

VII ENGR 2.7 3.4 4.8 4.5 2.8

Vill MED 4.3 4.3 4.3 4.3 3.5

Ix Svc 10.5 10.7 10.8 10.9 11.2

x MISC 0.1 0.2 0.2 0.2 0.2

Figure 8 Division Comparison

DIVISION COMPARISON

SUPPLY SUMMARY FUNCTION

TYPE DIVISION

AIN INF MECI ARMO AMOL

NUMBER OF PERSONNEL 682 799 76, 782 1,134

RESUPPLY REQUIREMENTS 872 1,407 2,254 2,557 1,209
ISHORT rONS/DAYI

WORKLOAD 1.3 1.8 " 3.0 3.3 1.
ISNORT TONS/MAN/OAYJ

Figure 9 Supply Summary
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DIVISION COMPARISON

(AMMUNITION SUPPLY)

TYPE DIVISION

ADM INF MECH ARMO AMBL.

NUMBER OF PERSONNEL 25 12 11 11 75

RESUPPLY REQUIREMENTS 518 901 1.282 1,520 422
ISHORT TONS/DAY).

WORKLOAD 21 75 111 138 8
ISNORT TONS/MAlI/OAYj

Figure 10 Ammuxit:Lon Supply

DIVISION COMPARISON

(PETROLEUM, OIL, & LUBRICANTS (POL) SUPPLY)

TYPE DIVISION

ADN INF MECN ARMO AMBL

NUMBER Of PERSONNEL 19 33 22 23 107

RESUPPLY REQUIREMENTS 146 272 692 758 535
ISHORT TONS/DAY)

WORKLOAD 8 8 31 33 5
ISHORT TONS/MAN/DAY)

Figure 11 PSL Supply
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RECAP gives the analyst the ability to look beyond funding
appropriations and evaluate the specific cost of personnel
and/or equipment by MOS and line item number (LIN) down toL the paragraph level of a force.

3.2. The RECAP process consists of two programs, the cost
program (CSTSRC) and the print program (PRTSRC).

3.2.1. The cost procedure, outlined in Figure 14, is a
program which develops a unique LIN and MOS list from the
force structure specified; retrieves the cost for each LIN
and MOS and builds direct access files which contain the
unique LINs and MOSs with their associated nonrecurring
and recurring cost.

T O X T C OVT

Ff CAR C CSTSRC

L -1029-

N N

Figure 14 RECAP Cost Program

N ; -1029-

14



3.2.2. The print program, outlined in Figure 15, is a set
of programs which print out SRCs (forces) at the MOS and
LIN level with their respective nonrecurring and recurring

OSTSS NCSE.
~CO WOST FILE E0

Figure 15 RECAP Print Program
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3.3. EXAMPLES OF RECAP OUTPUT

3.3.1. In an Infantry System Special Study Group report, RECAP
was used to provide two views of the cost for five alternative
divisions. These costs are total 20-year costs. Full div-
ision costs imply total TOE costs, i.e., for all units in
the force costs are computed for all personnel and equip-
ment. Variable division costs imply costing only those units
which directly contribute to the destruction of the enemy.
Figure 16 summarizes the SSG division costs.

Division Full Variable
Alternative Costing Costing

1 $14.5 $2.4
2 $].4.3 $2.3
3 $14.7 $2.5
4 $14.4 $2.4
5 $14.1 $2.4

Figure 16 SSG 20-Yr Division Cost
FY 78 Billion $

3.3.2. As is apparent from Figure 16, force cost discrim-
ination is not apparent at the division level. Hore often,
RECAP is used to evaluate forces of battalion or company size.
Figure 17 presents the force cost summary obtained from RECAP
for a tank company team defensive scenario.

3.3.3. Costs input in both Figures 16 and 17 are built from
the platoon level up. Herein lies one of the greatest assets
of RECAP. At the platoon level, RECAP allows for the auto-
mated substitution, addition, and deletion of both personnel
and equipment.

-1031-
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4. SUMMARY

4.1. In summary, Force Stratification has utility as a
planning tool for force structuring and unit design. It
can be used to examine the allocation of resources for
unit, battalion, division, corp, theater, or total Army
forces. It is often used to answer questions on combat
to support ratio; and resources allocation between func-
tional areas. However, it is most often used to locate
particular personnel (by functional area or MOS or ASI) or
equipment (by LIN).

4.2. The future of Force Stratification depends on the
users' desires. Some users have voiced a desire to make
the system accept MTOE units. These are actual units
as they have been modified by field commanders to suit
their particular missions. This change requires some
modification to the system but can be accomplished if this
need is genuine. The system has already been modified
to accept conceptual units composed of either present per-
sonnel and equipment or conceptual personnel and/or de-
velopmental equipment. This modification is very useful
in evaluating futuristic forces.

4.3. RECAP, like FSS, is a resource model designed to
assist the analyst in performing a force analysis. As
mentioned earlier, it was designed to compliment the output
of ECIS by providing the analyst with visibility into the
actual force structure. These models will not perform the
analysis for the analyst but enables the analyst to examine
large volumns of data in a timely manner without becoming
bogged down in the detail of the force structure.

4.4. The next ten years is going to be a period seeing
countless new systems entering the Army inventory. The
resource implications of each of those new systems will
have been evaluated with respect to the present force
structure, but what about the force structure when all of
these new sophisticated systems are in the field? FSS and
RECAP are tools which can assist the analyst in objective-
ly evaluating these many resource interactions since the
models have the ability to evaluate very large forces in
a timely manner.
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POLITICO-MILITARY SIMULATION METHODOLOGY

JAMES B. MOTLEY
LIEUTENTANT COLONEL, U.S. ARMY

Politico-Military Division
Studies, Analysis, and Gaming Agency

Organization of the Joint Chiefs of Staff
Washington, D.C. 20301

ABSTRACT. This paper will discuss the mis-
sion of the Politico-Military Division, Studies,
Analysis, and Gaming Agency (SAGA), Organization
of the Joint Chiefs of Staff. The purpose and
methodology of how SAGA utilizes politico-
military (PM) simulations as an interagency
tool within the executive community to openly
discuss international security issues, examine
controversial questions, and propose innovative
solutions to policy problems will be e:tplained.

PM simulations are defined as simulation of

situations involving the interaction of polit-
ical, military, sociological, psychological,
economic, scientific, and other appropriate
factors.

An example of the flow of events for a
three move simulation will be presented.
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PRESENTATION ON
POLITICO--MILITARY SIMULATION METHODOLOGY
PACTFIC CONFERENCE ON OPERATIONS RESEARCH

(23-25 APRIL 1979)
SEOUL, KOREA

Ladies and Gentlemen:
On behalf of the Chairman of the Joint

Chiefs of Staff and the Chief of the Studies,
Analysis, and Gaming Agency I would like to
express my appreciation for the opportunity
to participate in this conference.

The purpose of my presentation is to dis-
cuss how the Studies, Analysis, and Gaming
Agency, commonly referred to as SAGA, a
separate agency within the Organization of the
Joint Chiefs of Staff (OJCS), utilizes politico-
military (PM) simulations. My comments will be
unclassified. Time permitting there will be
a question and answer period upon completion
of my remarks.

The Politico-Military Division, Studies,
Analysis, and Gaming Agency, OJCS has a
unique mission in that it is chartered to
conduct politico-military simulations on an
interagency basis, thereby serving the entire
executive branch of the U.S. Government.
The simulations are approved and sponsored
by the Chairman of the Joint Chiefs of Staff
and address problems with broad national se-
curity implications. These simulations are
the only vehicle of their kind conducted in
the U.S. Government on a continuing basis.

This is the formal definition of politico-
military simulations. "Simulation of situa-
tions involving the interaction of political,
military, sociological, psychological, eco-
nomic, scientific, and other appropriate
factors." The simulations are intended to:
identify major international issues and prob-
lems; provide a forum for examination of con-
troversial policies; encourage the exchange
of ideas; and surface new or innovative ap-
proaches to the problems and issues thus
identified. While care must be exercised
in applying the results of simulations to
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real-world circumstances, politico-military
simulations do provide participants an oppor-
tunity to examine and debate, in an unencum-
bered environment, major national security
problems.

Because of the importance attached to the
teaching aspects of the methodology, politico-
military simulations are conducted on a regular
basis in the Pentagon and also at several over-
seas locations, thus allowing wide exposure to
this type of crisis management exercise. I
might add that all of the senior service col-
leges conduct politico-military simulations as
crisis management training vehicles.

Politico-military simulations tend to serve
these purposes. By identify we mean to bring a
possible trouble spot to the attention of the
players, not necessarily to predict a future
crisis.

After having identified a future trouble
spot, it is hoped that new ideas and new ap-
proaches to crisis management are surfaced.
The simulations then serve as a useful means
to test these new ideas and approaches to
crisis management simulations. The simula-
tions also serve as a useful means to test
new ideas and approaches without the prospect
of paying real-life consequences for mistakes
or misjudgments.

In trying to establish useful solutions
to a crisis, participants address significant
issues, problems and questions of the region.
Inasmuch as scenario time is set some two-
three years in the future, and SAGA's ad-
herence to a strict policy of nonattribution,
participants are free to suggest new alterna-
tives that may well be counter to present
policies. Each simulation is a forum for the
free exchange of ideas. When the simulation
is completed, the collective scenario that has
evolved often assists in evaluating ongoing
planning efforts.

In addition politico-military simulations
help facilitate communications as participants
share a common crisis management experience.
Being exposed to the decision-making process
and the interrelationships of diplomatic and
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military actions, players cannot go through a
simulation without acquiring a large body of
information that will assist them in their day-
to-day work. More importantly, the simulation
experience may assist them in handling crises
they may face in the future and in under-
standing how other agencies manage crises.

At this time I will present a short movie
which provides an overview of the PM technique,
as employed by SAGA. I will then discuss in
greater detail an explanation of the mechanics
of the PM technique -- its requirement, costs,
variations and productivity.

I trust that the film has provided some
insight into the requirements and techniques
of PM simulations.

As noted in the film, SAGA's PM simula-
tions are completely manual and do not involve
the use of computers. Generally, policy de-
cisions -- especially in times of crisis --
result from collective judgment rather than
quantifiable knowledge. PM simulations are
designed to emulate this decision-making pro-
cess by assuring freedom and spontaneity in
team discussions and decisions.

An absolute requirement for a successful
PM simulation is a challenging scenario. As
shown on this slide, the staff planning for
the exercise has many directions it can move
in selecting the focus of the scenario. The
simulation objectives must influence this
selection. For example, a simulation designed
to test existing policy will differ from one
intended to evolve new policy. The scenario
then, is the key element in the simulation
since it serves as the basis for player team
discussions and subsequent decisions.

As indicated in the film, PM simulations
are built around player teams. Each team is
composed of approximately ten participants.
Participants are assigned to the player and
control teams so as to achieve a balance in
regional and or technical expertise. For ex-
ample, a tean might well include representa-
tives from the military services, intelligence
agencies, the President's staff, the economic
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community and the diploitatic corps. Thus, the
team is capable of developing options from a
broad base of knowledge and experience.

Players are invited from all segments of
the executive branch and from the academic com-
munity. In this manner, a politico-military
interface occurs -- diplomats learn from the
generals, economists learn from the politicans
and so forth.

Both senior and intermediate-level sim-
ulations are conducted throughout the year.
Although the grades of participants range from
colonel to cabinet member, this is not the
critical factor. What is important is the
depth of expertise and knowledge on the se-
lected topic that the participant can bring to
the team discussions.

The film depicted an adversary relationship
between the red and blue teams. In this struc-
ture, the members of the blue team represented
the National Command Authority of the United
States, the members of the red team the Polit-
buro of the USSR, and the members of the con-
trol team all other nations and international
organizations. It is important to note that
in our games individual participants do not
role-play their real life positions. For
example, in the case of the blue team, they
represent the corporate U.S. National Command
Authority and their actions are presidential
decisions.

This structure is a variation of the red-
blue game. A third player team, green, is
added and represents either a nation friendly
to blue or an international organization such
as NATO. Although any number of player teams
can be added to the game, the greater the num-
ber, the more difficult the simulation.

A third variation eliminates the red team.
In this parallel relationship, both blue and
green represent the same nation, or the same
international organization, and control re-
presents everyone else. In essence, two
simulations are running simultaneously, both
starting with the same basic scenario but
likely to diverge as the game progresses
and the blue-green actions differ. In this

-1038-
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structure there is no interaction betwt.en the
blue and green teams. In termew ot net result,
we believe this latter structure is the most
productive and cost effective. Two separate
approaches to a common crisis, are obtained
which can be compared for their new ideas and
effectiveness, all for the efforts of one staff,
one scenario and one control team.

The exercise commences with the player teams
reading a background scenario and responding to
the scenario crisis. No one is allowed in the
team room during game play except team members
and one technical representative from the PM
Division of SAGA who provides assistance to the
team. The team members require no ancillary
support. The teams develop a message as out-
lined on this slide, in response to the cribis.

The team assesses the situation, deter-
mines its objectives and selects tile specific
political, military, economic and other actions
appropriate to the strategy. A contingency
paragraph concludes the team messages; it pro-
vides control with some "expected actions" by
the player team. These are useful if control
projects time more than a few hours or days.

It should be noted that a politico-
military simulation is not a war game; the
emphasis is not on the movement of military
forces or command and control. In PM simula-
tions the emphasis is on the whole picture
rather than purely military measures. This
approach also differs from Command Post
Exercises (CPX's) in a number of ways. In
a PM simulation, the interaction of diplomatic,
economic and military factors is addressed and
vividly impressed in the minds of the partici-
pants. It is felt that Lhe free--form structure
and the fact that there are no pre-deterriited
actions, as in the case of the CPX, lead to
the formulation of new ideas and apptroaches
to problems.

The scenario is written only to the point
of the first team meeting. Scenario projections
for subsequent team meetings are totally de-
pendent on the actions taken by the player
teams as accepted and interpreted by the
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control team. Control literally writes the
projections, one for each player team.

In the flow chart shown here, moving from
left to right, you see that the control team
meets after the teams have met and passed
their message or decisions to control. Con-
trol assesses each team message and prepares
a scenario projection outlining a new situa-
tion which will develop some hours or days
later and which will require the teams to
reassess the situation and undertake further
actions. This process is repeated for move
III. After all moves have been completed,
a critique is held which provides partici-
pants an opportunity to exchange opinions,
comment on scenario events, and discuss re-
lated "real life" questions. This critique
period is considered the "highlight of the
exercise" and a major source of information
for all concerned.

In SAGA's simulations, control monitors
player team discussions on closed circuit
television (TV) to hear the rationale leading
to team decisions. We consider the TV mon-
itoring essential for that purpose and also
to hear minority or dissenting opinion.

Although experience has indicated that
a three move simulation is the most pro-
ductive, we have tried a number of varia-
tions. Our "one-move", "snap-shot" game
is basically limited to a scenario situa-
tion in which the participants are forced
to make a single, major decision. A two
move exercise can be productive and is
recommended when time is a factor -- it
can be completed in two days.

Our three move games usually run four
or five days. This is the type game we use
most often. The player team participants
are involved for a two hour introductory
period and three four-hour team meetings,
plus the critique which lasts about two
hours. The control team has two additional
four hour sessions and a one hour session.

Let us now look at how the Politico-
Military Division organizes to prepare for
and conduct a simulation. Our primary members
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of the task force are the project officer, the
scenarist and the conference manager. The
project officer has overall responsibility for
the simulation. He is assisted in this role by
the scenarist, who, in addition to writing the
scenario, is also the technical representative
on the control team. The project officer and
conference manager are responsible for all
administrative functions, such as site pre-
paration, invitations, supplies, production
and transportation. In addition, a staff of-
ficer is assigned to each player team and, like
the scenarist, provides technical assistance
to his team. This player team staff officer's
total obligation is about six weeks -- four
weeks prior to the simulation for research;
one week during the simulation play; and one
week for post game documentation.

If you decide to conduct a PM simulation,
I would suggest this type of task force organ-
ization. Four staff officers can make all
game preparations and write the scenario.
They will, however, require additional assist-
ance just prior to and during game play con-
sisting normally of six secretarial and six
enlisted personnel.

Time required for post-simulation docu-
mentation and analysis will depend on the
objectives set for the game and will normally
require the full time effort of one staff of-
ficer for approximately a month.

At this time i will be glad to answer
any questions you may have on PM techniques
and methodology. I will also be available
after this morning or afternoon session to
sit down and discuss SAGA's methodology in
more detail with you on an individual or
group basis.
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AN APPLICATION OF STOCHASTIC DYNAMIC PROGRAMMING
FOR DETERMINING THE OPTIMAL REPAIR LIMITS FOR

A FLEET OF VEHICLES

H. PAUL

Department of Industrial & Systems Engineering
University of Singapore
Kent Ridge, Singapore 5
Republic of Singapore

ABSTRACT. A policy based on certain repair limits
corresponding to various ages of vehicles may be used to
determine whether a vehicle should be repaired or replaced.
Under such a policy, when a vehicle requires repair it is
first inspected and the total repair cost is estimated. If
the estimated repair cost exceeds the repair limit
corresponding to the age of the vehicle, the vehicle is not
repaired but replaced. The set of repair limits correspond-
ing to various ages of the vehicles provides an economic
replacement policy which ensures that the vehicles are
continuously replaced as soon as they become uneconomical
to maintain. Though this policy is a useful one, the set
of repair limits must be determined systematically to
ensure that an optimum policy is followed. This paper
establishes a method, based on the application of dynamic
programming to Markov processes, of determining an optimum
set of repair limits for a fleet of light vehicles. The
method is illustrated by an example to show the savings
realized if an optimum policy based on the repair limits is
followed.
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LIST OF SYMBOLS

C Initial cost of a vehicle

E. Expected duration of stay in state i
1

f(x.) Probability density function of repair costs

F(x.) Probability function of repair costs
g Average annual cost of repair and replacement for

the whole fleet of vehicles

k. Failure rate of vehicles in state i

K Mean failure rate of vehicles for all states

N Maximum age of vehicles

pij Probability that a vehicle will go from state i to
state j

qi Expected cost in the next transition out of state i

si  Probability of survival at state i

vi  Relative value of the system at entering into state i

xi  Repair limit in state i

Ai  Parameter of the repair cost probability densityfunction
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1. INTRODUCTION

1.1 Background

An organization uses different fleets of vehicles for
various purposes. Within each fleet there are vehicles of
different ages. When a vehicle is found to be uneconomical
to repair it is replaced by a similar type of vehicle.

Currently, the organization uses a replacement policy
for vehicles in which for each vehicle fleet a set of repair
limits corresponding to the age of the vehicles is deter-
mined rather arbitrarily by depreciating the value of each
vehicle by a constant factor of 0.85 for each succeeding
year. Under such a policy when a vehicle requires repair,
it is first inspected and the total repair cost is estimated.
If this estimated repair cost exceeds the repair limit
corresponding to the age of the vehicle, it is not repaired
but replaced. The set of repair limits thus provides an
economic replacement policy which ensures that the vehicles
are continuously replaced as soon as they become uneconom-
ical to be maintained.

While this is a useful policy, particularly where
replacement can be determined solely on economical factors,
the set of repair limits for the various ages of a fleet of
vehicles is not determined systematically to ensure that an
optimum policy is followed.

The organization maintains a chronological record of all
repairs done on every vehicle in a maintenance record book.
From such records, the relationship between age and cost of
maintenance can be investigated for every vehicle. This age
related cost data can be used to determine an optimum
replacement policy for each fleet of vehicles.

The aim of this paper is to establish a method whereby
such data can be used to determine an optimum set of repair
limits for a fleet of light vehicles. These repair limits
can be used in the replacement procedure for these vehicles.

1.2 Literature Survey

An economic replacement model using repair limit theory
was first investigated by Drinkwater and Hastings using
simulation and analytical methods (1]. The simulation
method was carried out using a computer and the optimum
policy was obtained after 4 iterations and each iteration
took 15 minutes on the Leo KDF 9 computer. The mathematical
method was more efficient taking only 5 minutes on the same
computer using the same set of data.
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Hastings made further contributions to the development
of repair limit replacement problems using dynamic pro-
gramming [2, 3]. In his studies he had made assumptions
that renewal programming can be used to formulate and solve
these repair limit replacement problems.

Two main type of problems were analysed. In one the
equipment conditJon was related to age and in the other the
equipment condition v'as related to the number of repairs.
In the analysis of these problems, Hastings had assumed an
Erlang distribution for the repair costs and a constant
failure rate. \'

Mahon and Bailey proposed an in:poved replacement policy
for aiimy vehicles for the British Army [4]. The model used
was essentially that proposed by Drinkwater and Hastings with
a little modification [23. In this model proposed by Mahon
and Bailey the cumulative cost of repairing and replacing a
vehicle and its successor was used, and this cost was repre-
sented by a stochastic process in continuous time. Using
REME's FORWARD data base, the authors set out to find a
suitable mathematical formula for the repair costs and repair
frequency probability distributions. From very large data
samples they concluded that best fit for the repair frequency
was a family of Newman type A distributions and that for the
repair costs it was a family of Weibull distributions.

The optimum repair limit policy was determined using the
dynamic programming method developed by Drinkwater and
Hastings [23. Calculation was done on an ICL 1904 computer
in about 5 minutes.

2. FORMULATION OF THE MODEL

2.1 The Recurrence Relationship

The problem of establishing repair limits can be anal-
ysed using the theory of Markov Process with rewards or
costs. In a continuous Markov Process, the recurrence rela-
tionship may be stated as1

N
vi = -gE. + qi +  ) (i)

j=l

For a particular state i, only two types of transitions

1. For details of derivation of the relationship, refer [6].
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are possible. The vehicle can either survive (if the repair
cost is lower than the repair limit) or be replaced (if the
repair cost exceeds the repair limit).

From equation (1)

vi = -gE. + qi + (l - si)v i + sv i+1  (2)

The variables E., qi and si can be expressed as func-

tions of the repair limit x.. These functions will depend

on the probability distribution of the repair costs and re-
pair frequencies.

A boundary conditicn on the age of the vehicles in terms
of maximum age must be stated. If this maximum age is N,
then when the vehicle reaches year N, it will be replaced.
Hence in the Nth year

v c + V (3)

2.2 Assumptions

It is assumed that the failure rate and other properties
of the vehicle is related to age. This age related model is
valid provided that the vehicle consists of a fairly large
number of components and repair work is carried out to over-
come a particular malfunction and not to raise the item to
a standard of reliability significantly higher than the
average of its components [33.

The cost of unavailability and cash discounting rate
have been excluded from the formulation. These factors have
opposite effects in the determination of average optimum
life of vehicles; one lengthens the average vehicle life
whereas the other shortens it [4].

The recurrence relationship is applicable only if the
system is in a steady state. Steady state is achieved if
the replacement policy is followed for some period of time.

2.3 Solution of the Recurrence Relationship

Let the repair cost distribution function is f(xi)
-Xix i
e The probability that the repair cost will exceed

xi, is Pij e e

x.

Let Mi. r 1x. f(xi)dxi, then

0
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= (I/.i)(l -Pi) - xiPij (4)

The following relationship can be derived (8]:

s. =e - (5)

-P.i.k i ). k)/ii

Ei  (I - e = )/p = (I - s.)/p k.i  (6)

=(Mi/p. j + C)(l + si ) (7)

2.4 Repair Cost Distribution

The fleet of light vehicles considered in this problem
consists of 700 units. Data were obtained from the main-
tenance records of a sample of 100 of these vehicles. The
data available in the maintenance records were the spare
parts cost and the manhours spent on each repair and the
date on which the repair was carried out. To obtain the
total cost of a repair a rate of $10 per manhour was used to
compute the labour cost. Since the rates charged by auto-
motive repair firms are normally in the $10 to $12 range and
some of the repair jobs contracted out were being charged at
$12 per manhour, the rate of $10 used was considered reason-
able. Furthermore, the overhead and indirect labour
incurred were generally lower.

A good fit was obtained using an exponential distribu-
tion function between repair costs of vehicles of a given
age L83. Similar conclusions were obtained by Hastings [1].
The probability function is given by

-A.x.
F.1F. = 1- e (8)

1

Ai is a function of the age of the vehicles. The values of

Xi's for the first 15 years of vehicle life were estimated

for the sample of 100 vehicles. These values are given in
Table 1.
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Table 1 Parameters for Repair Costs Distribution Functions
for Various Ages of Vehicles

Age (Years) x. Age (Years)
1 1

1 0.00780 9 0.00120

2 0.00560 10 0.00114

3 0.00380 11 0.00102

4 0.00250 12 0.00092

5 0.00180 13 0.00083

6 0.00160 14 0.00077

7 0.00150 15 0.00074

8 0.00136

2.5 Repair Frequency Distribution

The number of repairs done on each vehicle for each year
of its life were obtained from the maintenance records of
the same sample of 100 vehicles. It was noted that there is
very little variation in the repair frequency. The mean
failure rates were computed for each of the 15 age groups.
These mean failure rates for the various age groups are
shown in Table 2. It was noted that the mean failure rates
at age 6 years and above vary very slightly from year to
year, and in the last five years the variation is insignif-
icant. This small variation was probably due to the fact
that every vehicle is given a thorough inspection bimonthly
and nearly all repairs were done after this inspection.

Table 2 Mean Failure Rates for Various Ages of Vehicles

Age (Years) ki  Age (Years) ki

1 3.21 9 4.63

2 3.62 10 4.74

3 3.74 11 4.80

4 3.97 12 4.81

5 4.15 13 4.83

6 4.37 14 4.84

7 4.42 15 4.86

8 4.51
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To greatly simplify the mathematical expressions for the
variables used in the recurrence relation given in equation
(2), the failure rate was taken to be a constant and equal
to the mean failure rate K. This assumption of a constant
failure rate was acceptable as the variation of the repair
frequency within each age group is small and the mean fail
ure rates for various age groups increase very insignif-
icantly with time for vehicles of age 10 years to age 15
years.

There may be some concern over the values of the mean
failure rates for the first six years as the mean failure
rates vary more than those for the latter years. However,
the results of the repair limits obtained for the first
eight years were of no practical significance as the prob-
ability of replacing a vehicle at this age was almost equal

to zero. The optimum value of repair limit for each year is
independent of those before and after it. Hence the results
of the first eight years will have no effect on the policy
for the remaining years.

3. APPLICATION OF THE MODEL

3.1 Maximum Age of Vehicles and Accuracy of Repair Costs

For the model developed in the previous section, the

maximum age for the fleet of vehicles must be stated. The
maximum age for the fleet under consideration was taken to
be 16 years. This is because it was found from statistics
that the type of vehicles in the fleet became uneconomical
to maintain at about 14 years of age and the vehicles are
normally replaced within the next one or two years upon
reaching this age.

To limit the large number of possible repair costs, the
repair costs were considered in steps of S 50. This is
acceptable because in practice it is impossible.to estimate
a repair cost exceeding S$500 to within S$50, and all repair
limits exceed S$900 [81.

3.2 Value Iteration

Using N = 16, the recurrence relation from equations (2)
and (3) is

v= -gE. + qi + (1 - si)v i + si vi+

i = 1, 2, ... 15 (9)

vN =C + vI  (10)

These equations (sixteen in total) have a total of 17 un-
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knowns, viz.,g and v.'s i = 1, 2, ... 16.
1

At state age 15 years

v15 = -gE5 + q15 + vi + s 1 5 C (11)

Hence equations (9) and (10) are now reduced to 15 equations
with 16 unknowns, namely, g and v. where i = 1 to 15.1

A set of values of repair limits, x.'s is first es-
1

timated. These values are used to determine the values of
v.'s by solving the simultaneous equations (9) and (11).
1

This is the value iteration procedure.

3.3 Policy Iteration

Using the new set of v.Is the optimum policy (given by
1

a new set of repair limits, xi's) is determined by minimising

each vi for various values of the corresponding repair limit

x.. Minimising the set of v.'s ensures that the cost of

maintaining the fleet is minimum. This is the policy itera-
tion procedure.

3.4 Computational Procedure

Using the optimum policy (new set of x. 's) determined in1

the policy iteration procedure, the value iteration proce-
dure is repeated. The policy-value iteration procedures are
continued alternatively until there is no improvement in the
policy between successive iterations.

To begin the computations, the values of the 16 unknowns
of equations (9) and (11) were first estimated. For each
state i, the values of E., qi and si were computed for var-

ious values of x.. The value of x. that minimises the right
1 1

hand sides of equations (9) and (11) is the repair limit for
that state.

The procedure was repeated for all i 1 to 15 and the
set of x. 's so obtained give the optimum policy.1

With the optimum policy derived, equations (9) and (11)
were solved for the values of v.ts and g. As discussed' 1

above, the recurrence relation has 15 equations with 16 un-
knowns. To solve this set of simultaneous equations, vI was!1
set equal to zero. In the determination of the optimum re-
pair limits, the absolute values of v.'s are not of interest.
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Hence in this analysis, only the relative values of v. 's
were determined. 1

The relative values of v.'s for i = 2 to 15 and the
I

absolute value of g were hence determined using the values
of E., qi and si corresponding to the optimum policy.

The above procedures for policy and value iterations
were repeated alternatively until no change in the optimum
policy was noted. The optimum policy was arrived at after
four iterations.

It was found that the solution of the set of 15 simulta-
neous equations consisting of 15 unknowns can be handled by
the elimination method as each equation has at most three
unknowns, and by systematic elimination, the equations can
be solved fairly easily.

All computations were manually done using desk cal-
culators and it was found that the calculations were man-
ageable without the use of a computer.

3.5 Results

The results of the policy and value iteration procedures
are shown in Table 3. It was found that the optimum repair
limits for the first five years could not be determined by
desk calculators as these limits are greater than S$6000 and
the probability that any repair cost will exceed these re-
pair limits were smaller than 0.00001. Also, the repair
limits for vehicles of age below eight years cannot be ac-
curately determined, and were not reliable. This was be-
cause of the inaccuracy involved in the computation of the
exponential function e-PijK when the product piK is small,

and also it was necessary to take the difference of two
numbers which were both nearly equal. However, the ac-
curacies improved rapidly for repair limits above age nine
years.

The above procedure for determination of the optimum re-
pair limits, and the use of manual calculation were accept-
able because only the repair limits of vehicles beyond age
ten years were important as no vehicle was ever replaced
before reaching age ten years, except in cases of accident.
The replacement policy developed here does not apply to
vehicles involved in accidents causing considerable damage
to the vehicle.
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Table 4 gives the values of El, qi and si corresponding

to the optimum set of repair limits obtained for the fleet
of vehicles for ages six years and above. From the optimum
policy determined, it can be seen that at age 15 years the
repair limit is S$950, the probability of survival is only
0.09 and the expected duration of stay in that state is only
0.378. These figures confirm the choice of a maximum age of
16 years as reasonable.

Table 4 Values of si, El, qi, and x. for the Optimum Policy

Optimum Probability Expected Cost
Age Repair of Duration Associated

Years Limit Survival of Stay with State i
xi, S$ si Ei qi

6 5150 0.9988 1.0000 2744

7 3850 0.9864 0.9932 3138

8 2900 0.9140 0.9563 4602

9 2300 0.7460 0.8668 7629

10 1900 0.5868 0.7751 10315

11 1650 0.3978 0.6533 13584

12 1500 0.2782 0.5800 15253

13 1350 0.2070 0.5035 16764

14 1250 0.1575 0.4558 17568

15 950 0.0902 0.3781 18586

The value of average annual cost of repair and replace-
ment per vehicle for the fleet is S$4029 under the optimum
policy. Inaccuracies in the computation of the variables
for the first eight years of the life of the vehicles do not
affect this cost significantly.

4. CONCLUSIONS

A model using policy-value iteration method of computa-
tion derived from dynamic and Markov renewal programming is
obtained. Data gathered from maintenance records on a sam-
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ple of 100 vehicles in a fleet of 700 light vehicles suggest
that an exponeantial distribution can be used to represent
the repair costs distribution and the yearly failure rate
can be reasonably considered to be constant.

If one is not concerned about the inaccuracies of the
repair limits obtained for the first half of the vehicle
life cycle, the model can be used to determine an optimum
repair limit policy quickly and efficiently. These inac-
curacies in practice are acceptable as replacements occur
only during the later part of a vehicle life cycle.

The repair limits for the present replacement policy are
obtained by multiplying the previous your repair limit by a
constant factor of 0.85. The average annual cost of repair
and replacement for each vehicle under the present policy
was found to beS$4112. Thus a saving of overS$58,000 per
year is realised if the optimum policy determined by the
model proposed in this paper is applied to the whole fleet
of 700 vehicles.

The method described in this paper is applicable to all
replacement problems involving equipment whose cost of re-
pair and replacement is related to age.
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AN ALGORITHM
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INEFFICIENT REPAIR POLICIES

TAPAS K. SARKAR
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ABSTRACT. In the age replacement model of Barlow and

Proschan, a stochastically failing equipment, with increasing
failure rate, is replaced (or repaired with 100% efficiency)
at age T or earlier failure. After the action the age of
the equipment becomes zero and the failure rate of the
equipment remains the same as the original equipment at
identical ages.

In this paper inefficient repair has been considered.
After such an action the age of the equipment becomes zero,
but its failure rate at any age x will be higher than that
of the original equipment at the same age. It has been
assumed that the equipment will be repaired inefficiently n-l
times and then will be replaced by an equipment identical
with the starting one. At every decision point
various repair options will be available. Using renewal
theory, long-term average cost per unit time has been
derived and an algorithm has been developed to determine the
ages and types of inefficient repair to minimize this cost.
In age determination the risk of suboptimality due to the
discrete nature of decision points in dynamic programming has
been avoided.

Subsequently, sufficient conditions have been developed
to find a policy which is optimum over n . The algorithm
has also been extended to c:over the case where the failure
properties of the starting equipment is different from those
of the replaced equipments, the latter being all identical.

----------
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1. INTRODUCTION

in one of the early models of rep '-.ement, Barlow and
Proschan [1] have introduced the concepc of "age replacement".
Under this model a stochastically failing equipment (called
original equipment) is replaced at age T or earlier failure.
The age T is determined by minimizing the long-term average
cost per unit time and the latter is determined by using
renewal theory. Instead of replacement, we can consider
100% efficient repair. In either case, after the action the
equipment becomes "as good as new", so that the age of the
equipment becomes zero and the failure rate of the equipment
at any age x remains the same as that of the original
equipment at age x .

Sarkar [10, 11, 121 has relaxed the assumption of 100%
efficient repair. Under this relaxation, when an action is
taken at age T or earlier failure, the age of the equipment
becomes zero but the failure rate of the equipment at any
age x after replacement may be higher than that of the
original equipment at the same age.

Such inefficient repair options can be considered by
using the technique of dynamic programming (Barlow and
Proschan [21, Hastings [51, Howard [6], Jardine 17, P1,
Tahara and Nishida [15], White [16]). However, in dynamic
programming, the decisions are taken at discrete points of
time and unless the decision intervals are small, suboptimal
solutions may be obtained. In this paper we have considered
the options of inefficient repair by using renewal theory
where decision intervals themselves are decision variables.
As a result suboptimality is avoided,

As an illustration let us consider the following
example:

Example 1.I: The age at failure of an equipment follows a
gamma distribution given by the density function.

f(x) = A2xe , X>O , x>O . (1.1)

For the original equipment, X 1 and the expected age at
failure is 2 . If it is replaced by a similar equipment at
age r or earlier failure, the costs are,
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(i) (i,l) - 1100 , if action is on failure,

(ii) CM(Ii) - 100 , if action is on survival.

The optimal value of T is 0.6311 and the minimum long-term
average cost per unit time is 386.92.

Let us now introduce one more option. The equipment
can be repaired inefficiently at an age T or earlier failure
such that after repair the age of the equipment becomes zero
and the density function of the age at failure becomes that
of (1.1) with A - 1.2 . The expected age at failure is then
1.67 . We can easily verify that the failure rate for
X- 1.2 is higher than the failure rate for X - 1 at
corresponding ages.

This inefficient repair action can be taken only once
and for a repaired equipment the only option available is
replacement by an equipment identical to the original one.

The costs associated with these options are,

(i) Ct(1,2) - 670 at inefficient repair on

failure,
(ii) CM(1,2) - 70 at inefficient repair on

survival,
(iii) CMF(2,1.) - 1700 at replacement of a repaired

equipment on failure,
(iv) CM(2,1) - 200 at replacement of a repaired

equipment on survival.

Let us use dynamic programming to include the additional
option. For decision points at intervals of t-i , the
optimal policy is to replace the original equipment if it
survives to age 1 and to repair the equipment inefficiently
if it fails before age 1. For a repaired equipment the
optimal action is to replace at age 1 or earlier failure.
The long-term average cost per unit time is 388.77.

For decision points at intervals of t-0.5, the optimal policy
for the original equipment remains the same as for t-l
However, for a repaired equipment it is now optimal to
replace at age 0.5 or earlier failure. The long-term average
cost per unit time is 344.00, 11% cheaper than the age
replacement policy.

-1057-



The above two policies have been found by using the
computer programme "Dynacode" (Hastings [4]) with semi-
Markov option on 36700 computer.

Using the algorithm developed in this paper we can find
a better policy than the above. Let state 1 refer to the
original (or replaced) equipment and state 2 refer to a
repaired equipment. Then an action consists of taking the
equipment from state i to state j , i, j = li 2 with a
cost of CMF(i,j) on failure and CH(i,j) on survival.

Consider the following network of an optimal policy:

2 0.118 1 0.899 2 .1918

10.8237 0.918

0.806 f 20.5078

1 08959

stage 4 stage 3 stage 2 stage 1

In this network "f" represents failure and "s" represents
survival. Initially we are at state 1. We have four sets
of decisions to take. The first decision will be defined
as the fourth stage decision and this decision is to replace
(state 1) on survival to age 0.8237 and to repair (state 2)
on earlier failure. The third stage decisions are to
replace an equipment of state 2 at age 0.1918 or earlier
failure, to replace an equipment of state 1 on survival to
age 0.8066 and to repair it on an earlier failure. The
second stage decisions are to replace an equipment of state
2 at age 0.1918 or earlier failure, to replace an equipment
of state 1 on survival to age 0.8959 and to repair it on
earlier failure. The first stage decision is to replace an
equipment of state 2 at age 0.1918 or earlier failure and to
replace an equipment of state 1 at age 0.5078 or earlier
failure. After the first stage we come back to state 1 and
the process starts all over again. The long-term average
cost per unit time for this four stage policy is 336.80
which is cheaper than the optimal dynamic programming policy
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for t-o.5 (cost = 344.00). It is also considerably cheaperthan the age replacement policy (cost 386.92).

By our algorithm we will find an n-stage optimalinefficient repair policy for a given value of n . Unlikedynamic programming, the age of planned action will be a
decision variable in continuous domain and there will be noneed to make t smaller and smaller to get a closer andcloser approximation to the optimal poll"y in continuoustime domain. In section 6 we have considered the problem
of optimization over n . For the above example, thepolicy optimal over n , has the following structure,

©1

with a long-term average cost per unit time of 326.01. It
can be found by the method of section 6.2.

2. THE MODEL

2.1. Preliminary Definitions

Consider an equipment whose age at failure is a randomvariable X > 0 . We assume that X possesses an absolutelycontinuous cumulative distribution function F(.) anddensity function f(.). We define the reliability at age
x as

R(x) I-F(x) , (2.1)
so that R(O) = 1 and R(-) 0 . The failure rate at
age x will be defined as

Z(x) = f(x)/R(x) 
( (2.2)

We will assume that Z(x) is a strictly increasing functionof x so that the failure pattern of the equipment belongsto the strictly increasing failure rate (IFR) category.We will also assume that Z(O) = 0 . Gamma and Weibulldensity with appropriate choice of the parameters satisfy
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these assumptions.

Assume that Just after a decision the age of the
equipment is zero, the state of the equipment is i and
the density of the age to failure is f i(.) . For the
next decision we will divide the age of the equipment into
intervals,

(To  = 0, TZI ]  , (Tit T 2], . , (T m() , Tinm )

such that if failure occurs in (T r-l, Tr then action r

is taken, r-l', 2, ..., m(i)-i . After this action the
age of the equipment becomes zero and the state of the
equipment becomes r. If failure occurs in (T (i)_i,%MMI].

or if the equipment survives to age T [i) then action m(i)

is taken so that the equipment reaches age zero and state
m(i) . All the density functions before or after actions
belong to IFR category.

Starting with an equipment with age 0 and state 1
we will take such actions n times. A replacement will
always bring back the equipment to state 1. At the last
stage the only allowable action is replacement by an
identical equipment (age 0, state 1) at age T or earlier
failure. A cycle is now completed and the prcess starts
all over again.

Let U(i,j) represent a random variable denoting the
actual time it takes for the action (i,j), moving the
equipment from state i to state J to be completed. This
random variable depends on (i,J) but not on the condition
(viz failure or survival) of the equipment at the instant of
action. Let

1i(i,j) - E[U(ij)] (2.3)

The following costs will be considered,
i) overhead cost of action on failurec, (i~j),MF

(ii) cost per unit time of action on failure
CMF(,)

(iii) the coiresponding costs of action on survival
C (iJ), CMUi,
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(iv) cumulative cost of operating the equipment
from age 0 to age Y of action when the
state of the equipment before action is i,

c i Ya . (Scheaffer [131 has considered such

costs). since we are dealing with IFR
situations "ageing" will be present and we
assume a > 1.

Hence the expected costs of actions are ,

= C + (i,J)p (i,j), on failure
(2.4)

CM(i,J) = C'(i,j) + C"(i,J)p(i,j), on survival.)
MM M

We assume that expected cost on failure is greater than the
expected cost on survival so that

6 CM(i,J) = CMF(i,j) - CM(i,j) > 0. (2.5)

Our objective is to find

(i) the ages for the actions of the last stage,
(ii) the division points (number and values)

Ti p ..., Tm(i) of age and the corresponding

actions, for each of n-1 stages,

such that the long-term average cost per unit time of the
n stage process is a minimum.

It will be noticed that we have implicitly assumed
that,

(i) there is no technological change in equipment
design,

(ii) the costs are stationary over time,
(iii) the condition of the equipment is known with

certainty so that no inspection costs need to
be considered.

Assumptions (i) and (ii) give us a stationary model.

2.2 Long-Term Average Cost per Unit Time

We will consider an n-stage policy. At the beginning
of the (n-l)th stage, let the state of the equipment be b
We will replace at age Tb or earlier failure.
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Hence the expected operating cost is

TbI b bTb a  0

J ox fb x)dx + C T bf b(x)dxbb

T bba-

SCba JO xa1Rb(x)dx

The expected replacement cost is

CMF(bl)[-Rb(Tb)] + CM(b,l)Rb(Tb)

- C1 F(bl) - SCM(b,l)R(Tb)

Hence the expected cost is

Nl(b,l,Tb) = CMF(b,l) - 6CM(bl)R b(Tb)

fb a-1 xd+ Cba f0 Rb(x)dx . (2.6)

The symbol N,(.,-,-) denotes that we are going from state

b to state I at age Tb or earlier failure in one step.

The expected duration of this stage is

DI(b,l,Tb) I'(b,l) + Tb xfb(x)dx + Tb f fb(x)dx

fo Tb

-a(b,l) + f b Rb(x)dx . (2.7)

Now suppose we have two stages to go. We are at state
b . If a failure occurs in (T_, T J then action r

r-l
will be taken, r - 1' 2, ..., m(b)-l and TO0 . If a

failure occurs in (T m(b)_, T m(b)I or if the equipment

survives up to Tm(b) then action m(b) will be taken.

Subsequently, actions appropriate to the nth stage will be
taken. The network for the last two stages is as follows:
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,-,F

r

Tlb)-T

or survival S(b)

stage n-i stage n

The T's represent the times at the (n-l)th stage and the
S's represent the times at the nth stage.

Let,
I (b) - set of actions at the stage next to b

T (b) -set of times at the ntae next to b

M (TIl,T2, .. , T Mb) . (2.9)

S -set of times at stage n

T 2(b) - set of times at the two stages next to b

(T (b). 5). (2.11)

The expected operating cost for stage n-i

C ba f T (b) aib xd

and the total expected cost for stages n-i and n is
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N2 (b,11 (b),l, T2 (b))

m~b (b r
( r b) (Tr)-b(T ][C(br) + N (rl,S)]

+ R(Tm(b))(CM (b, m(b)) + NI(m(b), l,Sm(b))]

~ Tmn(b)

+ Cba J xa-Rb(x)dx (2.12)

0

where N2 (,.,.,') represents the expected cost in going

from b to 1 in two steps through intermediate states
11 (b) and times T2 (b)

Analogously, the total expected time for stages n-i
and n is

D2 (blI(b), 1, T2 (b))

Z m(b) [Rb( T r_5 - R [(T (b,r) + Dl(rlSr)]r-l' Rb(dr

+ Rb(Tm(b))[(bm(b)) + D1 (m(b), 1, Sm(b))]

+ Rb (x)dx . (2.13)
0

We can easily generalize (2.12) and (2.13) to cover
all n stages .

We define a cycle to start with an equipment with age
0 and state 1 and to end when an equipment with age 0 and
state I is next reached. The process now starts all over
again. The n sta-e problem represents a cycle and the
expected cycle cost is Nn (IInl (1), 1, Tn (1)) and the

expected cycle time is D (il n i(1), 1 Tn(1)) . Let

C(t) be the cost of operating this policy for tim. (O,t)
Then from renewal theory (Ross [9], Smith (14]), the long-
term average cost per unit time is given by

N n(1,1 nl(l),l,T n(1))
C(Ini l 1 ), T n(1)) lim C.t) n n n (2.14)

nl tn t Dn11 (ljln-Il(i/,l,T ni " .
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We want to find I n-(1) and Tn (1) such that C(.,.) of

(2.14) is a minimum.

3. OPTIMITATION FOR A FIXED n

Let us define a function

Fr(b,Irl(b),l,Tr(b),a) - Nr (b,lr-l(b),l,Tr(b))

- a Dr (b,I rl(b),l,T r(b)), (3.1)

for a given value of a . For b=l, fixed I nl(1) and

a we will minimize F n(...) with respect to T n(1) . We

will show that for such a minimization a unique a=a* > 0
exists such that

min F 0...) 0, for a = a*
Tn(1)

and,
a*(In-l(1)) = min C(I nl(1),T n(1)) . (3.2)

T (1)
n

We will then find min a* (I n-(1)) . This technique has
In-l(1)

been used by Barlow and Proschan [2] and Brender [3]. We
will use a mixture of calculus, dynamic programming and
trial and error in our minimization.

3.1 Determination of a*

Let,

F*(b ,I (b),l,T (I (b)a),a)

min F n(b,I n-(b),l,T n(b),a) . (3.3)
T n (1)n

A useful property of F* (..-) is given in lemma 3.1
n

Lemma 3.1: The function F*(...) of (3.3) is a strictly
n

decreasing continuous function of a for fixed In-l(-)
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Proof: The continuity follows immediately because N (...)

and D (...) are functions with continuous derivatives and

there is no division by zero involved in the minimization.

Let a > a2 * Since Dn(...) > 0 ,Fn(b,n-l(b),l,Tn(b),a 1 < Fn(b,1n-1(b)n,,Tn(b) 2)

and,, F*(b ' n- (b)'lTn (In- (b),a ), ai

n~~ ~ n-l n -l 1 l• ~< F * ( b , I I ( b ) , l , T ( I ~ ( b ) , a 2 , 2 ,

by definition of F*(...)
n

The inequality is strict and hence the lemma is proved.

Using this lemma we can prove lemma 3.2 below.

Lemma 3.2: There exists a unique a*(In-l(1)) > 0 such

that F*(... ) of (3.3) is zero for a -= *(I (1)) andn n-i
b-l .

Proof: If we take actions on failures only then every
element of T (.) tends to - and then

n

rn[C MF(r-l'Jr) + CbE(X i ar-

where the decision network for the n stage problem is as
follows:

f1 •

1 2 n-2 n-i

Here "f" represents failure and J1 , ''' in-i are the set

of actions and X repre;cnts the age at failure
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corresponding to the density function f~ (. lO=
r

in=

If we choose a large enough but finite then
F n.. 0 . This policy is suboptimal for F n**

hence for the same a

For a 0

F*mm N (1), ,,T ( ()0)>0)
n n1 n n

since N n(. )>O for all T (-)>0

Since F*(...) J., a strictly decreasing continuous function
n

of a (lemma 3.1), the lemma is proved.

We then not--ce from (2.14), (3.1), and (3.3) that

Nn (lIn-i 1,, n (1)> (%*(I (1)

D 1, -1(n,, n-i nn-

for all T n l) .(3.4)

Hence (3.2) holds, proving our assertion.

3.2 Dynami~c Programing Formulation

By definitions of F.N and D
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F s(b,I s-1(b) , 1, T s(b),

N s(b,Is_(b),l,Ts(b)) - Ds(b,Is_(b),l,Ts(b))

for, s - 1,2, ..., n (3.5)

and,

Fs+l (b,I s (b), l,Ts+l (b),a)

m(b)
E [R b(T r~-R(T r) ] [CMF(B,r)-ap(b,r)

r-i1

+ Fs(r,I s1(r),l,T s(r),)]

+ Rb(Tm (b))[CM(bm(b)) - ap-(b,m(b))

+Fs(m(b),Is-1(m(b)),l,T (m(b)),a)]
TSSm(b) D

+f 0 [)ICbax a-l- t]Rb(x)d ,

for s - 1, 2, ..., n - 1 . (3.6)

This relationship is in the right form to apply the
backward recurrence formula of dynamic programming.
Backward recurrence have been discussed by Hastings [5]

Let us define,

F*(b,b',) min F (b,I (b),b',T (b),a) , (3.7)
Is1 (b),Ta(b) s s-i

for s - 1, ... , n .

Then from (2.7) we get the dynamic programming recursion
formula.
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b (b)
F*+l(b,l,a) min E [Rb(Tr )-Rb(Tr) ] X

s1(b),Tl(b) r-l'

[CM (b, r) -av(b, r)+F*(r, 1,a) ]

+ Rb(Tm(b)) [CM(b,m(b))-i(b,m(b))

+ F*(m(b),i,a)]
S

Tj(b)

+ f 0 [(Cbax -a]Rb(x)dx}

for s = 1, ..., n . (3.8)

Let us define,

A (b,a) = SF(b,r)- a(b,r)+F*(r,1,a)
r /

r 1', ..., m(b) (3.9)

A (b,ca) = C (bm(b))-ap (b,m(b))+F*(m(b),l,)

m(b)+i M S

Then the right hand side of (3.8) is of the form

min [ Em(b)(R b(Tr) - R b(T r)) min A (b,a)

Ti(b) r=1' b- br r

+ Rb(Tm(b)) min A m(b)+(b,a)b b l(b)

Tm(b)

+f mb(Cbaxa--c)Rb(x)dx ] . (3.10)

0

Let us assume that the set of all feasible actions from

state b are independent of T (b) as to their feasibility.

This statement means that, in thie context of example 1.i, it

is feasible to go from I to j , j = i, 2 whatever T1 (1)

is and we have no restriction like "can go to 1 only if T.<A

and to 2 only if A<T<o" . in such an unrestricted case

min A (b,a) is the same for r=l' .... m(b) but can bell(b)r
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.L .. .nt for r-m(b) + 1 We can easily show this result
for F*(b,l,a) Hence by induction and backward recurrence

I
of dynamic progratmning we have the following theorem:

Theorem 3.3: For any stage s and any state b suppose
the set of immediate feasible actions Il(b) are not

restricted by the immediate time values T1 (b), then the
optimal action is of the form "go to state i if failure
occurs before age T n(b) and go to state j if the

equipment survives to age T(b)" " The values of i,j

and Tm(b) will depend on b and s

Proof: As above.

By applying this tneorem the type of policy applicable

to our model becomes the same as mixed policy described in
[11] and the algorithm discussed in section 2.3 of [11]

apply with minor modification. The modifications required
are due to non-zero operating cost.

Hence our algorithm consists of the following steps:
(i) Find N S(...) and Ds(...) for s=l, ... , ni.

(iL) Choose an a
(iii) Using (3.8) with r=l' , To=O and T =TIm~b,,

and (3.10) find F*(...) for this a • Here

we use theorem 3.3.

(iv) 1f F*(...)=O we have the optimal solution

due to (3.4)
(v) Using lemma 3.1 if F*(...) > 0 increase (x

or 1f F*(...) < 0 , decrease a

(vi) Go back to (iMi)

We will illustrate the algorithm through an example.

Example 3.1: Let us consider an equipment having gamma
distribution for the age to failure. Let

- .x2 1
f.(x)=Aixe , ,i>0 , x>O , i=l, 2, 3

This distribution beLongs to the [FR family.
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Wie can easily verify that the failure rate Z (x)
i

increases with X~ . We assume

i 1 2 3

x 1 1.25 1.6

Hence, E(Xi) 2 1.6 1.25

The cost and time data are as follows:

S"C (i,j)=100, C"(i,j)=50 for i,J=l,2,3

1 2 3YI{ 2 3 \ 1 2 3

1 1050 630 430 1 75 50 40 1 0.5 0.4 0.2

2 1650 1120 790 2 175 135 95 2 0.5 0.3 0.1

3 2350 1580 990 3 375 290 195 3 0.5 0.2 0.11

Hence by equations (2.4) & (2.5)

CMFUiDj C UiDj 6CM(ili)

1 2 3 -~ 1 2 3 -~ 1 2 31

1 1100 670 450 1 100 70 50 1 1000 600 400'

2 1700 1150 800 2 200 150 100 2 1500 1000 7001

3 2400 1600 1000 3 400 300 200 3 2000 1300 8001

Also, a1l, and the operating costs are CI =20, C 2= 30, C 3= 4o

We will consider uI) to 3 stage policies.

For one stage policy, the only possibility is as follow&:

F ~ (1)-6 (1,R( )l'+(

0
Let a =17:3.7014 . Then
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FI (i,i, T,a) =ii00-iO00 R1 (T)-O.5 (173. 7014)- (153. 7014) O oR I (x)dy.

By differentiation optimal T is given by

1000 ZI(T) - 153.7014 = 0 i.e. T = 0.181616. This
value is unique because we
are considering only IFR
situations,

and then, F* (1,1,a) = -0.000159.

Hence for one stage problem we replace at age 0.1816 or
earlier failure and the long-term average cost per unit time
is, a = 173.70 . This is the age replacement policy.

For the two stage problem a = 169.0557 and the network
for optimal policy is

f T
f : failure before T

(1 T 1) s : survival to T

S TV

stage 2 stage 1

T = 0.273078, T1 = 0.064083, T 2 = 0.175165,

F*(,l ,ct) = -0.000001

We will. now show the working for a three stage problem.

AL the last stage we can be at states i=1,2,3 and from
there must go to the sLate I at age Ti i=1,2,3 or earlier

failure. Pence we must find F*(i,la) for i=1,2,3. Let

a 167.6753. Then

T = 0.173262, F*(l,1,a) = 4.077382

T = 0.063396, F*(2,1,a) = 111.911598
21

T3 =0.025973, F*(3,1,a) = 314.527133
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At the beginning of the second stage suppose we are at
stage I . We want to find F(l,l,a) . We will use

theorem 3.3, equations (3.8), (3.9) and (3.10)

j CM(i, J)-ap (1, J)+Ft(J, l,a) H(I, j)-au (i, j)+F*(J, l,a)

1 1020.239732 20.239732*

2 714.841478* 114.841478

3 730.992073 330.992073

The '*' denotes the minimum in each column.

The F-value of going from 1 to 1 in two steps with
transition to state 2 on failure before T and to state 1
on survival to T is given by,

F2 (1, l(1),l,T2 (1), a)
(T

(I-RI(T))(714.841478)+R1 (T)(20.239732)+(20-a) JoRl(x)dx

opt T - 0.270009, FI(Il,a) = min F 2(...) 1.982496
T>O

We similarly find F*(2,1,a) and F (3,1,a) and get

FI(2,l,a) - 113.533769, opt T - 0.101584, opt i on f is 3

opt i on s is i

F*(3,1,a) = 316.795952, opt T = 0.055555, opt i on f is 3

opt j on s is 1

We now find FT(l,l,a) . As before,

j CMF (1, j)-ap (1, J )+F (j , 1, a) CM (1, j )-ap, (i, J ) +F (j , 1,a)

1 1018.144846 18.144846

2 716.463649* 116,463649

3 733.260892 333.260892

FI(1,1,a) -0.000059 , opt T 0.268187 .

Hence the solution network for the three stage problem

is
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(2 Ts2  T 4

(1 Ti T 0

s -(2) T7

1< T.

stage 3 stage 2 stage 1

T=0.2682, T2 = 0.1016, T3  0.2700, T4  0.0260

T 0.1733, T6  0.0634, a = 167.68

The a above is found by trial and error. We found
for the two stage problem a = 169.0557 . We start with
this value in the three stage problem. We find
F*(,1,,a)<O . Hence we reduce a until we reach

F*(il,a)=O and find the corresponding optimal policy

network as above.

We note that if we do not take inefficient repair into
account then we always replace and our optimal policy is
given by the solution of the one stage problem. For that
problem a = 173.70 and the three stage inefficient repair
policy is 4% cheaper. In section 6 we will find the
optimum policy for this problem over all stages.

4. DELAYED RENEWAL-REWARD PROCESS

So far in our models the process has always started
with an equipment at state I and age 0 i.e. a new equipment.
In many real life situations we may have to start the
process with an old equipment, or we may find that replace-
ment can be made only by an equipment different from the
existing one when new. Assuming that there will be no
further changes in the equipment design in the future we
have what Ross [9) has called a "delayed renewal-reward
process". Under this process the first cycle ends when the
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equipment is replaced for the first time. All cycles from
the second one onwards are identical and are of the type
considered in. sections 2 and 3 above. The first cycle is
different from the rest. By a result analogous to theorem
3.36, pp. 52-54 of Ross [9) it can be easily shown that the
long-term average cost per unit time for this delayed
renewal-reward process is E(cycle cost)iE(cycle time) where
the expected values refer to the identical cycles. (For
details of proof, see Sarker [12], lemma 5.1). Hence from
the second cycle onwards the theory developed so far applies
without any modification. However, the optimal action for
the first cycle has still to be found.

Suppose az* denote the minimum long-term average cost
per unit time from the second cycle onwards. Let
a* = N*/D* . Suppose, in following a particular policy,
N is the expected cost during the first cycle and D the
corresponding expected time. Let,

N(a*) - x*I)(a*) = min [N-a*D] , (4.1)

minimization being over all stages, actions and times during
the initial cycle. Then we have the following Lemma:

Lemma 4.1: For large r , the ratio of expected cost over
expected time for r+l cycles will be minimized if we
follow the policy given by N(ci*)-a*D(cx*) for the first cycle
and the policy given by e* from the second cycle onwards.

Proof: We note that the cost ratio for r+l cycles is

(N+rN*)/(I)+rD*) ,

where N and I) refer to the initial cycle. From (4.1)

N - j*D > N(cd*) - c,*I)(a*) (4.2)

for all N, D and (A = N*/D*

Now,

(N+rN*)/(D+r)D*) - IN(o*) + rN*]/[I)(n*) + rD*1

It P(~* -I)(co*) } + rD*t (N-(i*D) (N(co*) -aI(*

: (l)+rlD ' ) (I)(, *)+r'1*) , s jijce , = ,/I;

0 for lariL' r * by (4.2)
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Hence the policy given by N(a*) - a*D(a*) during the
initial cycle and by a* during the subsequent cycles
minimizes the cost ratio over r+l cycles for large r
Hence the lemma.

This lemmna gives the policy during the initial cycle.
If, however, in the initial cycle there exists a policy of
not replacing ever and the cost ratio for this policy is
less than a* , then such a policy is optimal, rather than
the policy given by the lemma.

5. RANDOM STATE/AGE REPLACEMENT POLICIES

Let us consider C(.,.) of (2.14) In section 3 we
have determined Inl (1) and Tn (1) through optimization.

Let us now assume that these are determined by probability
distributions. Barlow and Proschan (pp. 86-87 of [2]) have
denoted such situations as random age replacement. We can
easily prove the following lemma.

Lemma 5.1: Random age replacement policies are no cheaper
than the optimal policies considered in section 3.

Proof: Similar to that of theorem 2.1, pp. 86-87 of [2].
For details see Sarkar [12], lemma 4.1.

6. OPTIMIZATION OVER n

In section 3 we have found the optimal policy for a
given n . We will now consider the problem of minimizing
C(.,.) of (2.14) over positive integral values of n . For
this purpose we will derive sufficient conditions for two
situations.

6.1 Case 1

Suppose there exists a positive integer n0  stch that

F* (l,l,a*) > 0 for n=1,2, ..., nO - 1, nO + 1 (
n 0 0 0(6.1)

F* (i,l,a*) = 0n
o0

then the sufficient conditions that this a* is the minimum
long-term average cost per unit time for all n=1,2,3,...
are given by the following theorem:
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Theorem 6.1: Let (6.1) hold. Suppose there exists a
positive integer q > 1 such that

F*(i,l,a*) > F*(i,l,a*), for all feasible i#l
and,

F*O(l,l,a*) < F*O t (l,1,c*), t=l, 2, .. , q-1 . (6.3)

Then F* (l,l,a*) is minimum for all n •
n
0

To prove this theorem we need a preliminary lemma.
An examination of (3.10) in conjunction with theorem 3.3
shows that the minimization for a fixed n requires
minimization of functions of the form

G(T,A,B,a) = [1-R(T)]A + R(T)B + ITcax a-l-a]R(x)dx,

where A, B and a are independent of T.

Following the method of proof of lemma 3.1 we can easily

show the following:

Lemma 6.2: (i) min G(T,A,B,a) is a strictly decreasing
T>O
function of a for fixed A and B

(ii) min G(T,A,B,a) is an increasing function
T>O
of A[B] for fixed a and B[A]

Proof: See Sarkar i], lemma 2.3.1 for details.

Proof of theorem 6.1: For n >, n0  let us consider

F* + (ll,a*) and compare it with F (l,l,a*), where in
n+q-i' n

F 1(...) we follow the same policy as that under F*
n n+q-l

up to stage n-l . Using (6.2) and applying lemma 6.2
repeatedly we get F*+q (ll,a*) > Fn(lla*)

This inequality is strict because it is strict for A in
lemma 6.2 . Hence

F*(l,l,a*) < F* (l,l,a*) for n;n0n n+q-l

By repeated application of this inequality
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Using (6.3) we gcet,

Hlence,

F*I,~ * (F*l.sq (11,,a*) nl 2,n

nn

-: ' theor em.

~Example 3.1 of Sarkar Eli] gives an application of

~this result.

6.2 Case 2

If a finite n does not exist then theorem 6.1

cannot be applied. Let *(n) be the minimum cost for an

n-stage problem. In examples 1.1 and 3.1 a*(n)
decreases with n In such situations we want to invest-

igate whether a*(n) tends to a finite limit as n->
If it does then we have a policy optimal over n

The first step in the investigation relates to theconditions give n 0 the following lemma:Lemma 6.3: Suppcse for some nn O  and some a > C. , an

e(i) F+l(i,l, ) - F*(i,l,) = Fd3 ,

independsn'" of i ,
(ii) the optim . action at the (n+l)th stage is to

go from i to j(i) on failure before age T(i)
and to go from i to k(i) on survival to age

T(i),
then the same F*(c), j(i), k(i) and T(i) hold for all
n >. no +

Proof: From section 3.2
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F*+i(i,lcx) mi[=- (T)i( ij-pijF (J,l,cz)1
n 1T j M 0

+ R.(i)min{C,1 (i,k)-api(i,k)+F* (k,l,cL)}
1 k n0

where optimal values are T=T(i), jj(i), kk(i)

Using condition (i) of the lemma

F* (i l,)=min[(l-R.(T))m-.n

+ R.(Tmin[C,.,(i,k)-ciji(i,k)+F* (k,l,n%))

0

=F* 1 (i.loa) + F*(a)

and the optimal values for T, j and k do not change.
Hence by induction, the lemma is proved.

Now suppose that we have found an a such that F*(a)<o
and F*(at-e)>O for every small e>0. Hence F*(i,l,ct) is a
strictly decreasing sequence and P*ilc~~is a strictly
increasing sequence. So each must ten~d to a limit or drift
to t± as appropriate. Since F*(i,l,a) is a continuous
function of 0, F*(i,i,a) can no~ edt n *ilac

n n
can not tend to + Hence

lim F*(i,1,i3) exists and is, finite
and a-(6.4)

The policy corresponding to this limiting value of *..
I.is the policy optimal over n .r
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We will apply these ideas to the data of example 3.1.

Example 6.1: Consider the data for example 3.1. We can
easily verify that for n1l, 2, ... , 7 , ct*(n) is
decreasing in n . We further find that for n=2, .. ,7

i JMi k(i)

1 2 1

2 3 1

3 3 1

Assume that F*(i,l,a) tends to a finite limit for

i=1,2,3 and lim F*(ijl,a) =F*(i,l,a)

nA

In the three equations

T

+ Ri(T){CM(i,k(i))-api(i,k(i))+F*(k(i),L,at)}

-(a-C) R R(x)dx], i=1,2,3

we will substitute F*(i,l,ct) =F*(ijl,a) on both sides of
n

the equations. The optimal a must be such thatI
F*(l,l,i) = 0 * We get by trial and error (correct to the 4
places of decimals shown).

i F*(i,l,ct) TMi

1 0 0.262522

2 111.053303 0.099098 a=165.0465

3 314.186798 0.054150

We note that these solutions are unique for a ,Ti)
i=1,2,3 but not for F*(i,a). in fact, the solutions
are unique for

F*(2,l,t) -F*(l,l,a) ,F*(3,l,ct) - F*(l,l,a).

With these values we will verify whether lemma 6.3 is
applicable and condition (6.4) holds. Numerical
calculations give us the following:
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a F*() no(a)

7,164.0464 0.000070 6

164.0465 -0.000005 6
The values of J(i) , k(i) and T(i) , 1-1,2,3 remain as

given above.

Hence lemma 6.3 is applicable and condition (6.4) holds.

The policy optimal over n is then

state 1: go to state 2 on failure before T(1) 0.2625go to state I on survival to T(l)

state 2: go to state 3 on failure before T(2) - 0.0991
go to state I on survival to T(2)

state 3: go to state 3 on failure before T(3) - 0.0542
go to state 1 on survival to T(3)

The long term average cost per unit time is a 165.05

0
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OPTIMUM INSPECTION-ORDERING POLICIES
WITH

TWO TYPES OF LEAD TIMES

NAOTO KAIO and SHUNJI OSAKI

Department of Industrial Engineering,
Hiroshima University,
Hiroshima 730, Japan

ABSTRACT. In this paper we consider an inspection
policy of a one-unit system with two types of lead times and

costs for an inspection, orders, and a failure, where the
lead time for an expedited order is not greater than that
for a regular one. We call this policy inspection-ordering
policy, discuss the optimum inspection-ordering policy
maximizing a cost effectiveness, and obtain a finite and
unique optimum inspection-ordering time and its lower limit V
under certain conditions. Finally, we present the
numerical examples assumming a Gamma distribution.

A

1OBII



1. INTRODUCTION '

In recent years, systems have been complicated and
large-scale, namely cars, airplanes, plants, etc.. As a
result of this, the reliability, especially the mainte-
nability engineering has developped. In that field, many
papers concerning replacement policies have been discussed
(e.g., see Barlow et al. [3-7, 91). Especially, an age and
a block replacement policy and an inspection policy dis-
cussed by Barlow and Proschan [3) are well-known. In
these models, spares are always provided if necessarily,
i.e., they are always on hand. However, in practice it is
natural that spares are not always on hand and there
exists any kind of delay between a failure of a system and
a replacement (e.g., see Allen et al. [1, 2, 10]). If we
consider this kind of delay, the above-mentioned models by
Barlow et al. become included in a class of ordering poli-
cies. In this paper we discuss the inspection policy by
Barlow and Proschan (see [3, p. 1073) with the above delay,
where this policy is named an inspection-ordering policy.

In this paper we treat the extended inspection poli-
cy in oe above sense, and our purpose is to seek an opti-
mum inspection-ordering policy. We illustrate this policy
in brief: At a prespecified time a system is inspected.
Then if a failure of the system is detected, an order of a
new unit is made expeditiously, which is called an expe-
dited order. Reversely, if the system is still operating,
the order of the unit is made regularly, which is called a
regular order. After a lead time, the ordered unit is
delivered and the system is replaced by the unit immedi-
ately, irrespective of the situation that the system is
operating or not. This model is suitable to the real
system. Of course, if we neglect the lead time, i.e., the
above delay does not exist, this policy becomes the well-
known "inspection policy" by Barlow and Proschan.

Especially, in this paper we discuss the optimum
inspection-ordering policies with two types of lead times
and four linear costs. That is, we introduce two types of
lead times for a regular order and an expedited order, and
four costs for an inspection, a regular order, an expe-
dited order, and a failure. Of course, we assume that the V
lead time for an expedited order is not greater than that
for a regular one. Because, in the case that we have :
detected the system failure by an inspection, it might be
plausible that we tend to obtain the new unit in shorter
time by the expedited order. The analysis is done as
follows: Introducing the above two types of lead times
and four costs and noticing that every replacement time
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in.1tanlt is a regenlerationl polit, we dterive tile steady-
state availability , the expected cost per unit, t-ime inl the
steady-state, and the cost effectiveness genterated by thle
above two quantities. We seek thle optimum inspection-
ordering policies zaximining the cost efftectiveness using
thle 1'ailure rates of the operating unit. It is shown that
there exi sts a unique and fini te optimum policy under
certainl coniditions. It is fuirther shown that there exists
a lower I imit of such anl optimum policy. Fanally * thle 4
niumlerical exampl es of the Optimilum inlspect ion-order-ing
Pol icies inl this paper al-e presented assummuing that. the
failure time distribution of the operating unit is a Comma
distribution.

2. MODEtL AND) AsSUIMPIONS

We cosider a one-unit system, where each fa~lled un1it .

is scrapped and not repiried and each spare is only
provided after a lecad time by an order. We assue t lie
followintg: Thle plannizug horizon is infinite. The ori ginal ,
unit begiis operating at time 0 and is first. inspected a t,
aprespe.-ified tim11e inlstanlt t 0 t [0, -) . The inspection is

lone instantaneously and caulse neit ther the failine nior the
deterioration of thle unit.Couety. it' the system
has failed , the empedi ted order for the snatre is mande
immiediatoly, and a fter an expedited lead time 1, thle, spareA
takes over operation as soon as it is delivered. Onl the
other- hand, if the system is still operating, the regular
order is made immuiediately . After a regular lead time L,

thle spire is delivered, and the original unit. is repineed
and taken over operat ion by the dolivered spare immedii-
ately I-rrespect ive of' the si t'lat ion of thle original unlit.
Subsun Ly yle r epeated i a siiiar fashion.

We assume that the fail uw* time for oeh unit obeys
an identical and ar-bitrary distribution F( t ) with n finite0
mean 1/A and a density f( t ). The costs considlered here
are11 the .'oll owi ng ; a constant cost. k 1per unit ti The is

suffered for thle sys ten failure-C, and costs , 0* o anld
X are s-t.red for. the expedi ted ordo, tho regular order,

and the i n-peet ionl, respect. iVely , whichl are madle atk thle

tijme in:star't li,. e assume that T, c nk
c, + ki c,,+ L,. These assumptions art, rensonable.

Umiode t .e above-meit ioled assumpt ions, we definel a
nriodl Ironri tie beginnling "If the or ig i irn unit ton' el(-

mient , i ie.*, fron One renlace-nent. to nlext Zei' lacemntl as
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one cycle, and discuss the optimum inspection-ordering

policies.

3. ANALYSIS AND THEOREMS

The mean time of one cycle is

(to + Ll)F(tO ) + (to + L )M(t0 0 0 2 0
-to + LIF(t 0 +L 2F(t) , ()

where F(t) E 1 - F(t). In this mean time, the mean time
of operation is

t o  t0+L

tdF(t) + ft0+ tdF(t) + fo' +L (t0 + L2 )dF(t)
0 0 2

to+L2

= J0 2 F(t)dt . (2)

Thus, the steady-state availability becomes
to+L2

A(to) = 0 F(t)dt

/[t 0 + L1F(tO) + L2F(to)], (3)

(see Ross [8, p. 951)
Next, the following two expected costs are considered:

(i) When the original unit has failed, the state of the
system failure continues until the spare is delivered.
The expected cost during that period is

kl[O (to  + Lt (to + - t)dF(t)] 

0to+L I

- k [(Ll - L2 )F(t) + f0  F(t)dt] (4) V
(ii) The expected inspect-order cost is

(c3 + Cl)F(t0 ) + (c + c )F(t )
3 0 3 2 0

= CF(tO ) + c F(t O ) + c3  (5) I
1 0 c 2  0t) 3

Thus, the expected cost per unit time in the steady-
state is

to+L2

K(t [kl{(L1 - L2 )F(to) + 0 F(t)dt} + clF(tO )

+ c2F(tO) + c3 ]/[t 0 + LIF(t0 ) + L2F(to)]

(6)
(see Ross [8, p. 52]). .
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Now, we define a cost effectiveness as [System efi.:c-
tiveness]/[Cost], especially, [The steady-state availa-
bility]/[The expected cost per unit time in the steady-

state] (e.g., see Zelen [11]). Then, the cost effective-
ness of this model is

t +L to+L2
E(tO f0 "(t)dt/[klf0 F(t)dt + (LI - 12)

xF(t 0)} + c F(t ) + c 2F(t , (7)
and clearly E(t ) > 0, E(tO ) 0 as t and0 0 0SL 2  L2

E(0) = F(t)dt/[klf0 F(t)dt + c + c3 . (81
0 2 3

Define the numerator of the derivative of the right-hand
side in (7) as oT,+LFt

e(tO) = [1 -R(t0 )][kl{(L1 -L )F(t0) + 50 F(t)dt}
to+L +L

+ clF(to) + c c3 ]- 0 F(t)dt

×[fk1 1 L2 ) + (c -c )}r(t + k {R(t

1[( 1 2 1 2 0 1 0
A + F(t )/F(t0)}] , (9)

0 0
where R(t0  F [F(t 0 + L)- F(t0)]/(to) r(t0) F f(t0

0 0 2 0 0' 0 0F
F(t ). Both functions R(t ) and r(t 0 ), which are called

failure rates, are assumed to be differentiable and have
the same monotone properties (see Barlow and Proschan
[3, p. 23]). Further, e(-) < 0 and

L L2
e(O) = [1 - R(O)][klf0

2 F(t)dt + c2 + c3  - f02 (t)dt

x[{k (L - L ) + (c - c )}r(0) + k R(0)]
1 1 2 1 21

(30)
Here, we have the following theorem, which shows the

sufficient condition for the existence of the optimum
policy.
[Theorem 1] If e(O) > 0, then there exists at least an

optimum inspection-ordering time to (0 < t0 < ) maxi-

mizing the cost effectiveness E(t )
[Proof] By differentiating log E(t with respect to

to, we have
[d log E(t0)l/[dt0
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tb+1-2
"F&t (If I~o 7( d ,(, L

0 t0
(t o) 0 ). + k( I W/[ 0 + (t 0 [t - ,

/( ((L - 1, )(t) + t{ o + F(Oto)+/c (t]}
1 1 2 0 1 0 0 0

+ 1 2(to  + )Fc ) t }()

For lage tO, [d log E(to))/[dt ] < , and for small t o

[d log E(to0)/[dt 0

F(t0  , - (OH/[fj-F(t)dt [{k 1(I L2

+ (cI - 2r(O) + k R(0)I/fklfo2 F(t)dt

which implies that, if the bracket of" the right-hand side
is positive, i.e., e(O) > 0, then there exists rt least

an optimmi inspection-ordering time t0 (0 < t o 0 ,) u Mxi-

mining the cost effectiveness E(to). Q. .D.

The above theorem shows that there exists at least an

optimiun inspection-ordering time tO, which is not neces-

sarily unique, under a certain condition. However,
supposing the monotone properties of the failure rate.
especially the strictly increasing property. we have the
following main theorem.
[Theorem 21 Suppose that the failure rat.e is strictly
increasing.
(i) If e(O) > 0, then there exists a finite and unique

optimum inspection-ordering time t (0 < t < -) satis-

fying C(t O) 0, and the cost effectiveness i.-,

E(t 0 ) [l - R(t )]/[{k (LI - L,) + (c0 - C,))r(toj,

: + kl~k h(t O ) + F(to)/'F(to))}] (l)i
1 0 0 0

(ii) tf e(O) < 0, then the optimum1 inspection-orering

time is t o  0, i.e., an inspect-order for a system is

made at the same time instant as the beginning of the
original unit, and the cost effectiveness is given in (6). 4

13.roof] By differentiating E(t^) with respect to t.'0
and setting it equal to zero, we have the equat ion

t -- -1089-
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-(t ) 0. further, we havet+L
e'(to) -R'(to)(k{(L1 - L)F(to) + fO F(t)dt)

+ C 27(t + '] tol,
F(t (t) (t)dt

' X[(kl(Ll L ) + (cI  C')},r-t O

+ k (RI(to + r(to)/i(t)} .MZh

We treat the case that the failure rate is strictly
increasing. Thus, we have that e (to) < 0, i.e., e(t O)

is strictly decreasing.
If c(O) > 0, then there exists a finite and unique

t (0 < t o < #o) which maximizes the cost effectiveness0 0
E(t ) as a finite and unique solution to e(t O) = 0, since

00
e(-) < 0 and e(t O) is strictly decreasing and continuous.

Substituting the relation of e(t*) 0 into E(t*) in (7)00

and If e(O) < 0, then for any non-negative t 0 , E (t 0 ) < 0

the optimum inspection-ord'ering time is t o = 0. Q.E.D.

Moreover, in case (i) in Theorem 2, we can give a

lower limit for the optimum inspection-ordering time t O

which might be useful for numerical computation.
[Theorem 3) Suppose that the failure rate is strictly

increasing and e(O) > 0. If t is a solution satisfying

the equation h1(t 0 ) = 0, there exists a unique t such that
00

t o t where

h(t 0 ) = [l - R(t0 ))[klf0' F(t)dt + I
2

fto+L 

I
-0 2 i(t)dtl(kL - L2 )

-c )}r(t) +k{R(t + F(t )/g(t )Ml.

(Proof] We have 0 10
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t +L

e(tO) - h(tO ) = [I - R(t )][k j02 F(t)dt
0 0:0 "2

+ k(L - L) + (c -c )}F(t
11 2 1 2 0

+c . (16)
Thus, we obtain the inequality h(tO ) < e(to) Thus, if

there exists a solution satisfying h(to) = 0, then the V
0

solution t is a unique one and t < to, since h(tO) is P
strictly decreasing. Q.E.D.

h.NMAERICAL EXAMPLES

In the preceding sections, we have shown that there

exists the optimum inspection-ordering time t 0 maxi-

mizing the cost effectiveness E(tO ) under certain

conditions. In this section, we will present the numeri-
,

cal examples of the optimum inspection-ordering time to

and its associated quantities, E(to), A(to), K(to), etc.,

il particular, the dependence of the regular lead time L2
for illustration.

Assume that the failure time obeys a Gamma distri-
bution with a shape pfarameter 2, i.e.,

F(t) = 1 - (I + at)exp(-at) (a > 0)
Then,

F(t) = (I + cxt)exp(-tt)

NO = a(at)exp(-at)

r(t) = a t/(1 + at)

'(t) = a2/(I + at)2 ,

-aL, --aLo

R(t) = 1 - e L - CL2e C/( + at)-2!
-ctL

2 22

and
1/A =2/a.

Thus, this distribution has a strictly increasing failure
rate with r(O) = 0 and r(1 ) = a.

Under these assumptions, we obtain the optimum

inspection-ordering time t and its associated cost

10
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Bah

effectiveness E() the steady-state availability A()

the expected cost per unit time in the steady-state K(to),

00and the ;,ercent gain [(E(t O ) - E(O))/E(O)]×IO0(%) for EO

5.7f using Theorem 2, where a Newton-Raphson method is applied.
Numerical examples are presented In Table I as the
dependence of the regular lead time L2, where all the

other parameters are fixed.

5. CONCLUDING REMARKS

We have obtained three theorems on the optimum
inspection-ordering policy maximizing the cost effective-
ness, which is defined as [The steady-state availability]
/[The expected cost per unit time in the steady-state],
and we have shown that there exist a finite and unique
optimum inspection-ordering policy and its lower limit
under certain conditions, introducing two types of lead
times for the expedited order and the regular one and
four costs for the inspection, the orders, and the
failure. The numerical examples have been presented
supposing a Gamma distribution with a shape parameter 2,
which show the dependence of the regular lead time in the
optimum inspection-ordering time and its associated
quantities.

Furthermore, in this model we can obtain some
interesting results, even if we suppose the decreasing
failure rate or we use any non-linear costs, e.g., C (t0 )

i 0
(1 1, 2, 3) instead of ci.

I
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Table I. Dependence of the regular lead time L2 in the

optimum inspection-ordering time t and its associated
0

cost effectiveness E(t0), the steady-state availability

A(to), the expected cost per unit time in the steady-

state K(to and the percent gain [(E(t ) - E(0))/E(O)]x
100(%) for E(O) (F(t) = 1 - (1 + .Dt)exp(-at), i/X = 2/et
s50, K) 3, c2  1, c3  0.5, kI  0.05, L1  5)

50,

L to E(t A(t K(to) E(O) X 100(%)

5 1.80 i0.16 0.9285 0.0914 207.01
6 13.60 10.29 0.9317 0.0909 159.814
7 12.17 10.42 0.9392 0.0901 126.A6
8 11.39 10.56 0.9422 0.0892 101.70
9 10.37 10.71 0.913C 0.0882 82.70

10 9.41 10.86 0.9143 0.0870 67.7h
11 8.50 11.02 0.90137 0.0857 55.73
12 7.61; 11.18 0.91423 0.0843 )15.93
13 6.83 11.36 o.94o2 0.0828 37.81,
14 6.06 11.53 0.9375 0.0813 31.10
15 5.33 11.72 0.9345 0.0797 25.11
16 4.64 11.91 0.9311 0.0782 20.66
17 4.00 12.10 0.9275 0.0766 16.61
18 3.39 12.30 0.9237 0.0751 13.18
19 2.82 12.50 0.9199 0.0736 10.26
20 2.28 12.71 0.9159 0.0721 7.79
21 1.78 12.92 0.9120 0.0706 5.69
22 1.31 13.13 0.9080 0.0691 3.93
23 0.87 13.35 0.9040 0.0677 2.45
24 0.47 13.57 0.8999 0.0663 1.23
25 0.09 13.78 0.8958 0.0650 0.23
26 0.00 14.08 0.8899 0.0632 0.00
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A CVIAlOi9-CONSTRAINED ZERO-ONE PROGRAMMING MODEL

)R. RSOURCE CONSTRAINED CAPITAL BUDGETING

B.N. LOHANI

Environmental Engineering Division
Asian Institute of Technology

P.O. Box 2754, Bangkok

ABSTRACT. In this paper a probabilistic programming mo-

del (Chance-constrained zero-one programming)has been deve-
loped for resource constrained capital budgeting problems.
The model can be used to solve decision making problems in
which one seeks to choose an optimal combination from a
large number of projects so that the overall profit is maxi-
mized. The probabilistic programming model could not be
solved in the form in which it was developed; however the use
of the linear decision rule allowed the model to convert into
an equivalent zero-one integer programming model which could
be easily solved by the available algorithms.

--
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1. INTRODUCTION

There are many possible formulation in which an optimi-
zation model for resource constrained capital budgeting
problem can be formulated. The type of the formulation ob-
viously depends upon the objective and the nature of the
resources constrained. Deterministic formulation for the
resource constrained capital budgeting problem is common.
However, where the resources available are stochastic, it
is more logical to formulate a probabilistic programming

model. In this paper, a probabilistic formulation for the
resource constraintid capital budgeting problem; with the
objective to choose an optimal combination of problems from
a large number of projects so that the profit is maximized,
has been presented. The model considers resource as sto-

chastic parameters and provides a solution technique.

2. FORMULATION OF THE PROBLEM

A deterministic formulation of the resource constrained
capital budgeting problem has been reported elsewhere [].
In the same context, the probabilistic formulation of the
optimization problem is presented herein.

2.1. Objective Function

The objective is to maximize the profit of the total
projects (n) where there are k different policies for each
project. Therefore the objective function is

n k
Maxim ze" E ij Xij ....................... (1)

i-i J-1

where

Ci profit if the ith project is implemented
with jth policy

X 0 or 1; 0 if the ith project should be im-
plemented with jth policy and I if the ith

policy should not be implemented with jth
policy.

2.2. Constraints

The constraints specify that the resources needed to
implement ith project should be less than the resource
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x

available. As the resource available is stochastic innature, a chance constrained specifying the probability ofmeeting the constraint can be formulated. That isn k

Prob E Z a X < Ri-Ip 1, 2 *p p.,..m

kE X i 4< 1 1- 1 , 2 ...... . .n

J-1

Xij OS I .............................. 
(2)

where
aij p  amount of ith resource needed to implement
i project i with policy j

Rp amount of ith resource available, a stochas-
tic variable with known probability density
function

degree of certainty of meeting the constraintP
Prob. (P) = Probability

2.3. The Model

The chance constrained zero one programming model(CCZOC)for capital budgeting can hence be written as

n k
Maximize Z Zi=1 j~i Ciu x~

Subject to
n k

P Z Z aip XiJ R p 2,..mJ J(3)

k

Ja Xii -< I, i , 2, ....... ..... . .n

" Xi  0, 1
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3. SOLUTION TECIINIQUE

The CCZOC model developed above can not be solved in its
usual form. However the use of linear decision rule permits
the conversion of the chance-constrains into equivalent
deterministic constraints. The quantities of distribution
function can be easily used to obtain the deterministic
equivalents by the above rule.

YA

A chance constraint stating that some variable b is no
greater than the value of the random variable B at least

some fraction of the time is written as

Prob. [ b < B] 4................................... (4)
Prob. b B ]<(I- Co

To ensure thatEq.(4) is satisfied, it is sufficient to

ensure that the variable of the random variable B which
is exceed a fraction a of the time:

Fig. I illustrates the relationships. The fractions
and (1-ct) are the probabilistic of exceedence and

0

I - f f (b) db.............................(6)

uProb.[Lb~' 0

Using the above rule, it is now possible to write the
deterministic equivalent of the constraints if the proba-
bility density function of the random variable is known.

Ct
Let f be the time the value that the random variable,

Ri has greater than or equal to 100 ai percent of time, i.e.
cc h

F (f ................................. (7)
Rp p p

or C109-l
fRp 1)

f4



77M TV7 " l

-70-
Faav '

a. te ..

0 av,

Fig. I - Probability Distribution of the Random Variable B

A ~(SO)
and Particular Values b and b^( whose 1
Probabilities of Exceedence are a~ and (I- ai), A

Respectively.
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3.1. The Final Model

The final form of the model can be written as

Maximize n k

Subject to i

Rp [ F E a p  X a, p I, 2, ...... m (8)

i-1 J-1

k

-i£ X 4 1 , 1 1, 2. .................. n

-0, 1~~~Xij O

The above model could further be written as 
A

Maximize kj 1 Z ij Xij

Subject to

n k Q
fpPaX fP

i a ijp ij p p -i, 2 , ............. m
" ~l J - i P p

k
E Xij < 1, i I, 2, ....................... .n

i.1

Xij 0, 1

The above problem can hence be solved by zero-one inte-

ger algorithm*which is commonly available.

4. CONCLUSIONS

In resource constrained capital budgeting problems where
the resources are probabilistic variables, it is more logi-
cal to formulate probabiiistic optimization model like the
chance-constrained zero-one programming model developed in
this paper which can be used to choose an optimal combina-

f tion from a large number of projects with many policies.
The model can then be converted into a form which is easily
solvable by the available algorithm. Such a model also

4-



considers a degree of certainty of meeting the constraints
and could provide a tradeoff between the profit and the
degree of certainty [3] ,
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LOAN PORTFOLIO ANALYSIS UNDER PROBABILITY
CRITERIM OF A TYPIOALAGRICULTURAL CREDIT INSTITUTION

IN THE PHILIPPINES: A CASE STUDY

A.SRVictor A Tan and Henry J. E. Mandig

a p Technical Board for Agricultural Credit I
Central Bank of the Philippines
Manila, Republic of the Philippines

Ma" ABSTRACT. The study is basically an application of the
theory of game in respect of agricultural loan activities ofSa typical agricultural credit institution with focus on

Masagana 9g, The study also includes regional and loan re-
payment rates dimensions as prime determinants in an effort

to serve the credit needs of small farmers and at the same
time maintaining the financial viability of the credit
institution.

Parametric sensitivity analysis shall be resorted to

with loan volume and repayment levels as the main objects of
discourse. Data are derived from the amount of loans granted
and collection performance for the seven (7) phases of the A
Masagana 99 supervised credit program.

Credit allocation ratios decisions provide the conclu-
sory portion of the study. These decisions are made follow-
ing which appropriate actions should be taken given credit
allocation alternatives. Suggestions are in order focusing
on the magnitude of loan budget and loan collection efforts
which shall be sustained if the credit institution is to
continue to exist financially and remain as a contributory
factor in small farmer development.
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1. INTRODUCTION

The current government thrust in agricultural production
in the Philippines has found agriculture credit banks har-
nessing much of their resoerces for small farmer supervised
credit programs. Nonetheless, several problems have also
been noted undermining any gains made in production efforts
to the effect that a second look into the loan portfolio mix
of lending institutions is necessary at this point in time.

This paper is thus an attempt to investigate into the
lending operations of a typical2 agricultural credit insti-
tution especially in respect of the supervised rice pro-
duction credit program instituted by the government in the
early 70's at the time when the attainment of self-suffi-
ciency in rice was the government's prime consideration in
most agricultural plans and programs.

To date, loans granted to rice production since the4
initiation of the program have reached nearly F3.5 billion
constituting more than 60 per cent to total loans under the
various supervised credit programs. The economy is now a
rice-surplus and thus a rice-exporting country.

The rice production credit program still obtains today
but has assumed a new dimension as it is primarily geared
towards a multi-pronged purpose of developing the small
farmers into self-financing economic units, monetizing the
rural countryside and enhancing savings mobilization and
capital accumulation. The first integrated agricultural
credit plan (IACP CY 1977-1982) underscores this paramount v
goal but thus far, much has yet to be desired in this re-
gard. qq

1. By supervised is meant the following features are pre-
sent: a) application of the package of technology (POT) pre-
scribed by the government; b) farm plan and budget; and
c) technical supervision by technicians.

2. By typical is meant an institution whose extent of loan-
able funds exposure to agricultural lending is more than
80 per cent and whose authorized capitalization is no more
than P250 million.

4



Most credit programs in agriculture are supported finan-
cially by at least three types of financial institutions:
the unit rural banks which are privately owned numbering 830
at the latest count scattered all over the country; the
Philippine National Bank, a state-owned and largest commer-
cial bank; and the Agricultural Credit Administration--a non-
bank lending institution, likewise state-owned. The unit
rural banks and the Agricultural Credit Administration fall
under the typical institution category and this paper envi-
sions to delve on the lending activities of these repre-sentative credit conduits.

T problem of loan arrears by farmers has, however,

strained the financial schemes of lending institutions.
Latest statistics reveal that outstanding loan defaults
have reached over P870 million in Masagana 99 credit program
alone. This constitutes a high 25 per cent of total loans
granted.

Reasons for this relatively high defaulting rate are
varied and many but most have been found to be caused by
low farm output due to floods and typhoons, loan inadequacy
and farmer's attitude towards credit, not necessarily in this
order. These are compounded by lack of other sources of
income and mismanagement of funds by farmers.

This situation deserves a -econd look because these
farmers' problems are translated into lending institutions'
problems as well and finally to the Central Bank of the
Philippines. Why this is so springs from the fact that
agricultural financial institutions, once plagued by borrow-
ers' non-repayment would seek redress with the Central Bank
through a plan of payment for their own arrears--this, in
addition to the Bank's other direct tinancial assistance
such as rediscounts and loan advances in the form of
special time deposits (STDs) both at low preferential. inte-
rest rates.

Nonetheless, this past-due problem has reached consi-
derable proportions to the effect that the government has

-11I0
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assumed the role of a fund source agent as well as a subsi-
dizer-lender. The problem therefore has to be worked out
within the lending portfolio policy of agricultural credit
institutions,

3. THE NEED FOR LOAN PORTFOLIO ANALYSIS

In view of the above considerations, the need for loan
portfolio analysis is an expedient and rational preoccupation
among agricultural credit institutions if the use of scarce
funds as credit is to be effective'y utilized. This crucial
need, thus, arises from the followng considerations:

3.1. Farmers' Profile

Most of the loan beneficiaries in agri(.,ilture are small
tillers, tenant-lessees, amortizing owners and other small
farmers. On this score, average landholding per farmer is no
more than 1.7 hectares especially for rice. This observation
implies that the bankability level of these prospective loan
recipients does not seem to find favorable treatment by lend-
ing banks. The farmers are also found to be beset by cash
flow problems especially in the case of agrarian reform
beneficiaries where payments of irrigation fees, land
amortization, barrio guarantee fund and other contributions
under the agrarian reform and supervisad credit programs
have aggravated farmer's repayment capacity.

3.2. High Risks Nature of Agricultural Activities

Rice and other agricultural production activities are
predominantly high-risks ventures. On the average, the
country experiences some eighteen typhoon visits a year which
mostly affect rice growing areas. Floods and pests also
occur regularly. This is one obvious reason for most lending
banks to shun away from servicing the credit needs of small
farmers.

3.3. Presidential Decree 717

Presidential Decree 717, made into law in May 1975
requires all banks to allocate 25 per cent of total loanable
funds generated for agricultural lending. The decree fur-
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ther stipulates that 10 per cent of these funds should be
earmarked for agrarian reform beneficiary lending and the
remaining 15 per cent for general agriculture. Many banks
have undercomplied with this requirement mostly due to lack
of agricultural lending orientation and fear of low repayment
rates.

3.14. Farmers' Attitude Towards Credit

Also dubbed as one of the more important reasons for

poor collection performance of most agricultural banks is
the farmers' attitude towards credit. This is referred to as
dole-out mentality by farmers which sometimes extends to
their preference of paying first their loans to the tradi-
tional money lenders and loans from banks last.

4. THE CONCEPT

In view of the foregoing, it becomes obvious that a
typical agricultural credit institution should at least
devise a scheme whereby its funds are finding their way
back.

The concept proposed here is a variation of the Bayesian
theory as a tool in loan portfolio analysis and as is spe-
cifically applied in the Masagana 99 Credit program. The
theoretical frame is tabulated below:

Table 1. Credit Allocation Contingency Table

State of Nature= Occurence Prob.- i
Fixed Loan Port- bil.ity=Repayment Possible Possible

folio Rate Options Results-

B RR 2 .........R12  C C2C3,.C Rn =IrR.;r=
1 ~ ~ ~ ~ 2 ....... 12 12V 2n1-

R. Ci >R i

11 C.1Ck c,,'

S(jFR) (Ckj"Cr) 1.-S,2, 12
... 12 '

C R
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The above configuration otates that with a given budget
constraint B, Bank X will have to allocate this among the
regions with the respective regional repayment rate as set
parameters. This means that with a given set of regional
allocation ratios, the scheme assumes a set of repayment
rates uch that the national average repayment rate
R (=,F R.) is equal to the sum of the regional repayment
rAtesi wiwighted by credit ratios FiF r •

The R I's are further broken down into the classwise
repayment Lates Pkj corresponding to percentage credit allo-
cation FRr

Column (3) suggests what actions to take given occur-
rence probabilities in column (2). This means that Bank X
is able to tinker with these probabilities inductively, i.e.,
to tinker from the observed classwise repayment rates to
attain rsgional repayment rates through altering cvedit
ratios. It can also be done deductively by aetting a
target collection rate from which the regional rates can be
tinkered and ultirately the class-wise components, again
through credit ratios modifications. Column (4) will yield
possible results due to deductive or inductive operations on
Column (3). This forms the meat of tho analysis as it
treats classwise allocation derived from each classwise
repayment rates in order to attain C. now transformed into a
repayment strategy. 1

The purpose ot showing the relationship between what is
observed (R.) and what should be (C.) is the fact that both1
may be compared both at the regional level of credit alloca-
tion disaggregation and at the tier-wise level of analyses.
The (Ck. F r) tandems may then be analyzed or sensitized to
result h C. from which the (R.k., fRr) pairs may also be
eompared. Thi R.s are assumed here to be probabilities ob-
served during PhAses I through VII. If these probabilities
in fact hold, it means that the F 's are tinkerable to
yield a better C.. The C -R,. e&ality is a subsequent
result of the repaymont pbabilities as fixed occurences.
And the C.-R. inequality is an offshoot of RR-FC inequa-
lity. Rr C
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The main ingredient of this study is therefore the
analysis of changing class-wise credit allocations. This is
nothing new and abstracts from highly sophisticated financial
analysis which is sometimes not only very unwieldy but also
unworkable.

All in all, the scheme is a modified version of the
Bayesian principle, the modifications occuring in the class-
wise level which ultimately influence the C. levels and
therefore the R level. Another modificati' n is the fact
that the Bayesian theorem primarily proceeds from purely

probabilistic information at all levels while the suggested T
scheme proceeds from a desired set of results as opposed to 7
the former's where results are derived. Deriving results
can be done but the application of the scheme here primarily
takes off in a deductive manner for reasons argued pre-
viously.

5. GENERAL TRENDS IN PHASEWISE COLLECTION RATES

From Table 2A through Table 2F, it can be observed that
phase-wise, the concentration of repayment rates varies
among the number of farmers, among amount of loans released
and per capita amount of loans. This indicates the rather
unsatisfactory performance of Bank X in its Masagana 99
program overall, as of June 30, 1976.

5.1. Phasewise Collection Rates

The same tables suggest that for Phase 1, the bulk of
lons and farmers went to those whose propensity to pay was
relatively higher. At the first glance, it is noted that
42.7 per cent of farmer-beneficiaries accounting for 36.6
per cent of total loans averaged 90-100 per cent repayment
rates. This was followed by a sizeable number of farmers
and therefore an equally sizeable amount of loans charac-
terized by repayment rates ranging from 60 per cent to 90 per
cent. Down below the number of farmers comprised merely
2.8 per cent and amount of loans 1.7 per cent of total. In
the same fashion, it is observed that those who had very low
repayment rates had likewise relatively lower loans per
borrower value. Exceptions were the 90-100 per cent rates

All
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Table 2G

BANK X's PROGRESS REPORT ON PHASE VII
OF THE MASAGANA 99 RICE PRODUCTION PROGRAM

Repayment No. of Farmr Loans V Loans/
a/ Released Borrower

Rates-

1,547 3,011.0 2,200.00

Source: Bank X

...
tK
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group who had a lower #890.00 per caput against the 80-90 and
the 70-qO at P1,505.40 and P1,111.30, respectively. On the
whole, chis is a surprise since barring aside for a while,
the 90-100 class which bastardized the trend, rational
wisdom would refer to lower repayment rates for higher loans
per caput. Nevertheless, the other end of the line appears
to counter this argument with an observation that higher
loans mean enough leeway for meeting production and non-
production expenses and therefore are more viable. Unfor-
tunately, this is not so because higher loans per borrower is
offset by larger acreage to till resulting therefore in a
lower loan amount per hectare per farmer. The average loan
amount per borrower was F1,010.60 and average repayment rate,
83.1 per cent. Six months later as at the end of December
1976, repayment rate went up to 88.1 per cent.

In Phase II, farmers under the 40-50 and 60-70 catego-
ries prevailed in terms of repayment rates. resulting in a
lower average collection rate at 61 per cent (as of June 30,
1976) in relation to Phase i. This was up to 67.5 per cent
by December 31, 1976.

Another note is the fact that the number of farmers was
reduced by at least 50 per cent from 20,346 in Phase I to
10,657 in Phase II. The amount of loans released followed
suit and dropped to P11.582 M from a level of P21.1 M in
Phase I. Nonetheless, Phase II's average loans per borrower
registered P1.072.30.

In Phase III, the lower average repayment rate of 45.7
p~r cent realized as of June 30, 1976 was the result of the
majority of farmers having repayment rates of 0-40 per cent
by 33.8 per cent of farmers and 40-50 per cent by 30.3 per
cent. Loans released comprised 30.4 per cent and 31.0 per
cent, respectively, for the two repayment rates groups.
Average amount of loans per borrower went up to F1,503.50
which was nearly 50 per cent higher than Phase II.

The fourth lowest repayment rate was recorded in Phase
IV on account of the fact that 26.5 per cent of farmers
granted 27.7 per cent of total loans notched repayment rates
of 0-40 per cent, 17.9 per cent of farmers with 17.4 per cent
loans had 40-50 per cent repayments and 18.7 per cent of

'farmers and 25.4 per cent of loans had collection rates of
between 50 per cent and 60 per cent. Average repayment rate
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of the Phase was 48.4 per cent. Level of loans per caput
was a high R1,620.10 due to further decline in the number
of farmers served to only 8,508 and increase in total loans

granted of F13.7 M. As at the end of December 1976, repay-
ment rate was 63.3 per cent.

Phase V had an average repayment rate of 36.8 per cent
(June 30, 1976) and 73.6 per cent as of December 31, 1976.
A very high 47 per cent of farmers corresponding to 51.1 per
cent of loans granted them recorded 0-40 per cent repayment
rates. Another relatively high 20.2 per cent of farmers
granted with 24.9 per cent of total loans released posted
40-50 per cent rates of collection. The 50-60 per cent
group composed 13.1 per cent of farmers and 13 per cent 6f
loans. In addition, the number of farmers served further
dipped to 9,928 against opposite trends in total loans
released of V18.4 M, thus netting a high amount of loans per
capita of P1,852.20.

An all time high of F1,923.90 per borrower was recorded
for Phase VI. This was obviously due to the more rapid
decline in the number of farmers served hitting only 3,533
against amounts of loans released of F6.3 M also a decline
from the previous phase level. Thus, Phase VI had the
lowest repayment rate of only 44.9 per cent as of June 30,
1976 and 61.3 per cent as of December 31, 1976, all attri-
butable to the fact that the 0-60 per cent repayment rates
groups almost comprised 80 per cent of total farmers and
76.8 per cent of total loans disbursed.

Phase VII as of this writing served a meager 1,547 farm-
ers and lent out F3 M in loans, resulting in a per caput
level of loans of F2,200.00. Latest available statistics
show that 100 per cent repayment rate was registered as of
December 31, 1976. This conceals the fact, however, that
only a small portion of the loans may have matured since
Phase VII covered the period May 1976-October 1976, and
farmers with matured loans were able to pay. The whole
Phase VII program can only be objectively appraised by
May 1977 when all loans will have been matured.

%I
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In Table 2H are shown the overall indicators inclusive
of all phases. As revealed, the 16,342 farmers served com-
posing a substantial 22.1 per cent of total farmers turned
out to be among the 0-40 repayment rates groups, notwith-
standing their share to total loans granted of 28.5 per cent
or P29 M. The overall repayment rate of a low 54.4 per cent
was compounded by the 40-50 per cent collection rates group
numbering 18,858 farmers or constituting 24.6 per cent of
total w~th corresponding total loans share of 27.7 per cent
orP31 M. The 60-70 per cent group totalled 5,829 benefi-
ciaries or 7.9 per cent of the total making use of 13.2 per
cent of total loans placed at F13.5 M. Despite the 90-100
classification group comprising 16.5 per cent (12,163) of

tota. number of farmers availing of 10.8 per cent of total
loans, this did not affect very much the overall collection
rate.

5.2. Inter-Phase Variability in Collection Rates

In Table 3 is presented the inter-phase comparison of
repayment rates and it is obvious that the variability in
rates depends on the time duration, notwithstanding of
course the extent of collection efforts during this duration.

This paper attempted to explain the behaviour of repay-
ment rates over time from a fairly limited set of data.
Regression estimates on the six phases yielded the following

results:

2y a + b x * y 32.16 + 7.47x ; R = 71.2 (1)
(9.11) = 0.05

y- collection rate as of June 30, 1976

a - collection rate intercept

b - increase in rate per six-month period

x - number of six-month periods

-1120-
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On the average, the rate of increase in rate of collection
was found to be 7.47 per cent per phase or per six-month
period or 1.24 per cent per month. The same table suggests
that variability is more pronounced for the oldest and
relatively newer phases. v

Expectedly, if the regression function holds, Phase VII
would have reached a repayment rate of,60.8 per cent by
May 1977.

Encroaching further into the implications of repayment
rates, it would appear in the table that the variability in
repayment rates seem to indicate that Bank X may have been
serving the same set of farmers and regions despite unfavo-
rable experiences derived from this credit delivery system. ;
Further, it would also appear that due to the rigidity of
Bank X's budget, lack of buoyancy in the allocation of loan A
portfolios and the inadequacy of efficient collection
machinery, Bank X finds it difficult to recover losses from
other hitherto financiable program areas. These are mere
inferences which should be subjsct to verification but just
the same, the Masagana 99 program seems to be affected by
these factors. And certainly, future programs following the
same trends would likely become a problematic financial
feature of the credit system.

5.3. Costs of Non-Repayments

The low repayment rates obviously result in costs to
rural banks as well as to farmers. The ai)ount of unpaid
loans by farmers could have been used by Bank X for other
activities giving reasonable returns. On the farmer's side,
the repayment of loans in full would not have burdened them 2
of interest payments since these unrepaid balances are not I
condoned anyway.

Basing only on the foregone returns that may have
accrued to Bank X had the uncollected loans been collected,
it will be shown that the amount of foregone income which
could have been earned by Bank X had the defaulting faimers

-- I/-
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paid their loans in time and in full as shown in Table 4
below:

Table 4. Foregone Income as of
December 21, 1976 of
Masagana 99 Uncollected
Loans

Phase Phase Duration Uncollected Foregone Income1 /

Loans

I May 1973-Oct. '73 R 2.501 M P 0.939 M

II Nov. 1973-Apr. 174 3.759 M 1.111 M

IIi May 1974-Oct. '74 10.149 M 2.231 M

IV Nov. 1974-Apr. '75 5.013 M 0.747 M

V May 1975-Oct. ',75 4.853 M 0.407 M

VI Nov. 1975-Apr. '76 2.486 M 0.054 MK
•TOTAL F 28.761 M F 5.489 M 1C

The P5.489 M thus constitutes lost interest payments to

Bank X. The same amount constitutes direct costs to the
farmers. At this point, the uncollected amount of F28.761 M
would generate net benefits to the economy if the farmers'
income on account of using it is greater than F5.489 M.
This means that the R28.761 M should at least generate
F34.5 N, Otherwise, if the Bank X, by virtue of employing
the F28.761 M for the financing activities of other farmers,
thus accorded these other farmers additional incomes greater
than P5;489 M, the excess constitutes net social costs.

1. Assumec that rate of interest is 12 per cent compounded
annually or 0.949 per cent monthly.

i -- £L123-



Nonetheless, from Bank X's side, it is a cost and from
the farmers' side, a net cost or net benefit depending on
whether there is additional income generated.

The analysis can be extended further especially from
the farmers' standpoint. And it becomes a complicated and
untraceable matter had the unpaid loans been used for con-
sumption instead of production and the estimation procedures Xl
would further become more and more complex and beyond recall

if consumption expenditures take the form of spending on
medicines, children's schooling and the like. By this is
meant the determination of future impact of spending on the i
family which would be reflected in increased family earnings,
transition into a higher status or stratum, pride, etc.

5.4. Regional Dimensions

Bank X spreads its Masagana 99 credit resources among
all regions even against limited funds when compared with
the rural banks and the Philippine National Bank. Most
probably, this must be one single reason for its low rate V.
of collection. In short, had it concentrated on a few
verifiably high-returning farmers and regions, it might
have posted better rates.

The distribution of loans and farmers served, and
therefore the per capita loan were fairly uneven from one re-
gion to another. And it is observed also that the Mindanao
regions were served least both in the number of farmers apd
in the volume of credit allocated. Differentials in re-
payments are also noted.

5.4.1. Regional Distribution of Loans
vs. Farmers Served X

H1avy concentration of loan was accounted for by
Central Luzon garnering almost one-third of total loans
granted, followed by the IlLocos Region at 13.1 per cent.
Almost automatically, the number of farmers served had the
same respective proportions. Western Visayas came third in
both indicators. Understandably, these three regions have
more rice farms than the rest of the regions outside the
Mindanao Area. The latter was served the least on account
of the volatile political situation beginning 1973.

I -,-- ' , ,. -
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Also to be noted and too intelligible is the very mea-
ger credit going to Central Visayas at a negligible 0.5 per
cent -nd an equally negligible farmers served of 1.4 per
cent. The region is a corn producing area and on this score,
corn loans have been concentrated.

A total of 73,010 farmers were served for the Phase I-
VI duration and a total of F101.3 M disbursed, By average
loan per borrower, it was the Cagayan Valley at P2,120.00
followed by Southern Mindanao at F1,800.00. Central Visayas
had the lowest at only F511.00.

5.4.2. Regional Repayment Rates

The regional repayment rates among regions at a
random glance indicate the pervading influence of low rates
for some and high rates for others. Substantial degree of
repayment rates lopsidedness can be said of most of the
regions where tiltations in rates appear to be found only on Z
two extremes - the high and the low. Region I's (Ilocos)
48 per cent of farmers having 0-40 per cent repayment rates
coupled with another extreme - the 43.6 per cent of farmers
garnering 90-100 per cent repayment have altogether resulted
in a 50 per cent repayment rate, this despite the 31.2 per
cent and 1.2 per cent of loans in the 90.-100 and 70-80 repay-
ment brackets, respectively.

Region II (Cagayan Valley) bespeaks of the preponderance
of the 0-40 groups becoming the ultimate influencing weight
on the regions overall repayment rate of 416.5 per cent des
spite the 29.4 per cent share of loans in che 80-90 category
made avail of by 19 per cent of farmers.

Largely, on account of the 41.9 per cent of farmers
belonging to the 40-50 tier corresponding to the 46.1 per
cent of total loans, Region JII (Central Luzon) cornered an
average repayment rate of 48.7 per cent. The 17.4 per cent
of total loans falling within the 60-7C group was offset by
the 13 per cent of loans returning only 0 per cent to 40 per
cent.

-1136-



Region IV-A (Southern Tagalog) had a higher all-phase
rate of 52.7 per cent on account of the dominating posture
of the 21.2 per cent of loans in the 80-90 classification
and of the 19.4 per cent share to total loans in the 60-70
category in spite of the 32.1 per cent of loans reflecting
a 0-40 pir cent repayment rate.

Like the previous fair regions, Region V (Bicol)
settled at a low 55 per cent repayment rate. A total of
3,837 farmers comprising 40 per cent and 55.2 per cent of
loans granted them likewise settled at a repayment rate
range of 0-50 per cent even at the 90-100 rate class con-
tributed 21.2 per cent in loans and 28 per cent in the number
of farmers served.

Region VI (Western Visayas) had a higher 59.7 per cent
repayment rate overall. This rate is wedged between the
34 per cent of loans in the 60-70 range and 24.7 per cent of
loans in the 0-40 with corresponding share of farmers servud
of 34 per cent and 16 per cent, respectively. Other higher
rates registered fell within the 80-90 and 90-100 which al-
together were accounted for by 31 per cent of loans and
37 per cent of farmers.

Region VII (Central Visayas), the corn-producing region
registered th. lowest rate of 32.2 per cent. This is ob-
viously caught by the 83.9 per cent of loans and 65 per cent
of farmers falling within the 0-10 range. This is very
substantial with respect to the 6.5 per cent of loans and
20 per cent of farmners having repayment rates between 90 per I'
cent and 100 per cent.

Region VIII (Eastern Visayas) had another very low of
34.4 per cent, the second lowest among regions. This is
due to the 59-.6 per cent of loans of which only 0-40 per
cent were returned notwithstanding the 50-60 rates deduced
from 20,8 per cent of loans. No L-ins recovery were regis-
tered in the 70-80 anA 80-90 gPoups whil.e in the 90-100,
only a very meager 3.3 per cent of loans wei-e collected.

- 1137-



Region IX (Western Mindanao) had 53.3 per cent in
repayment, broken down into 0-40 for 24.1 per cent of loans
and 25.0 per cent of farmers, 50-60 for 24.8 per cent of
loans and 27 per cent of farmers, 70-80 for 22.7 per cent of
total loans and 28 per cent of farmers and the rest in the
remaining rates slots.

For Region X (Northern Mindanao) had the highest repay-
ment rate so far placed at a high 82 per cent. Approximate-
ly 514 per cent of loans granted belonging to the 90-100 set
contributed to this high rate together with the 19 per cent
of loans in the bracket 80-90 and 15.9 per cent of loans in
the 50-60. Nonetheless, this was hardly contributory to the
increase in the overall Bank X repayment rate of 54.4 per V
cent, all-phase.

Region XI (Southern Mindanao) had another low 54 per
cent repayment rate more on account of the considerable
47.14 per cent of total loans and 35.8 per cent of farmers
found within the 0-50 per cent repayment category despite
the 39 per cent of loans and 50.S per cent of farmers
returning between 80 per cent and 100 per cent of lo&ns.

The 32.2 per cent of total loans reimbursing 90-100
per cent for Region XII (Southern Mindanao) was not enough
to show the reverse for an increase in repayment rate due
mainly to about 41.8 per cent of loans serving 39.7 per
cent of farmers having repayment rates from 0 per cent to
60 per cent. Thus, overall performance only reached 58.2
per cent. This is deemed the third highest, though.

Upon the average, the regions did not seem to have re-
payment rates influencing the loans per caput ratios. This
is shown in Table 5-B where repayment rates erratically
relate themselves with loans per borrower, nor was there
an established pattern between repayment rates and number
of farmers served or total amount of loans granted.

6. THE DESIRABLE EMPIRICAL MECHANISM

The foregoing observations redound to a deduction that
Bank X Masagana 99 credit program must have fared better

---1138-
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than what has obtained were it founded on a pre-determined
allocation strategy. This paper inspires from this need
notwithstanding the equal need to satisfy other requirements
not inherent in Bank X's operations.

The most logical action Bank X would do based on the
empirical observations, is to tailor out a schema that would
yield the maximum repayment rates. And purely on the lat-
ter's basis, Bank X would have focused oni serving Region X
on the average or on other regions which promise returns on
the upper level only. And Bank X wou10 lave selected these
types of regional strategies if given Lhe options to spread
its limited resources.

Nonetheless, the Masagana 99 program is not all profits
nor farmers' incomes. it is in fact a delicate combination
of both plus its effects on the community and economy as a
whole. This conditions thus make it imperative for Bank X
to streamline to some extent its loan portfolio and as arti-
culated in the beginning, there is therefore some way of
meeting a minimum requirement which blends both private and
farmers' profitability.

Upon these assumptions, specifically, it is intended he
here to issue out a strategy on the basis of the above
observations.

6.1. Regional Credit Allocation

In Table 6 it is shown that if Bank X merely bases
its credit loan portfolio on repayment rates, then Region X
would have shared the biggest at F0.131 per peso and
Region VII the smallest at F0.051 per peso. But then, there
is the other financial objective of serving the farmers in
the regions. The two taken together results in the adjusted
total share for each region.

The above configuration will result in a noderate in-
crease in repayment rate to 53.2, one per cent higher than
the 52.2 per cent registered by Bank X. Obviously, this is
not good enough mainly because there is no substantial
increase in rates. One valid reason forwarded here is the
fact that Bank X allocation of credit still takes into

1
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account the number of farmers for each region which as per
computation, has a 50 per cent weight in the determination
of credit allocation per peso credit available.

All of this proceeds from the assumption that Bank X
loan portfolio for Masagana 99 is fixed together with the
fixation assumption on the nimber of farmers to be served
per region.

The foregoing suggests that there is no way for Bank X
to become viably and financially capable as an effective
credit administrator as far as the Masagana 99 program is
concerned.

6.2. Intra-Regional Credit Allocation

Based on the given data on regional repayment rates,
and admitting at first the 53.2 per cent as the given para-
meter, then there are many combinations to achieve the over-
all rate. One way is of course to use the same intra-farmer
allocation based on actual repayment rates observed. The
other ways would probably refer to more loans to those with
high repayment rates and less to lower ones. This analysis
is waived until the topic on application of the scheme is
tackled which follows this treatment immediately.

7. SCHEME APPLICATION

The application of the scheme is quite simple, straight-
forward and nothing fancy. It is composed of two levels of
disaggregation, one which applies directly on the region and
the other on the farmers of said regions.

Obviously, Bank X has to seek for a repayment rate that
is feasible enough as to maintain its cash flow and other
Masagana 99 operations. This means that from a standpoint
of being able to serve itself financially and the farmers,
Bank X has to look for a break-even point. This break-even
point should be the minimum that must be maintained at any
point in time barLing aside of course profitability consi-
derations.

-1142-
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For simplicity purposes, let this break-even point be
84 per cent. This is defensible on the ground that Bank X
charges 12 per cent nominal rate on its loan and the 4 per
cent on other charges, thus resulting in an effective rate
of 16 per cent. In other words, the farmer-borrower is
charged 16 per cent against his loan proceeds which consti-
tutes income to Bank X. A complete recovery of loans plus
interest charges would amount to 116 per cent of amount of
loan. Thus, recovery of Bank X's loan would mean looking
only for the remaining 84 per cent.

Of course, this is not as simple as it appears espe-

cially if other considerations are put ashore including lia-
bility-equity posture of Bank X, interest payments on loans,
etc. However, it is assumed here that since Bank X is
financed budgetarily, its financial structure is governed by
the government, the latter working along non-profit moti-
vations.

7.1. Regional Credit Repayment Rates

The imposition of the break-even criterion likewise
imposes regional repayment rates much higher than the ob-
served or those hinging on repayment-based consideration
asserted here previously.

This mandate is distributed among the regional repay-
ment rates in proportional doses treated as additions in
rates to the actual. This is shown in 'fable 7. These rates

F will serve as the controlling rates that Bank X must achieve
in order to stay alive and granting that the target in the
number of farmers is the same as before.

It is also shown in the table that the low-repaying
regions need only to forge rates a little higher than 50 per V
cent while the others have to obtain relatively higher rates
than previously.

The process employed here is deduction. This is simpler
to operate both mathematically and operationally. Induction
is also possible but the main difficulty lies in the fact
that if there is a national or regional target it will re-
quire plenty of iterations to achieve that target.
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7.2. Inter-Class Regional Credit Allocation

Proceeding from the given in Table 7, it is not pos i-
ble to prescribe credit allocations in each class given a
fixed regional allocation rate.

As contended elsewhere, it is assumed that repayment
rates in each class are probability occurrences. This
means that in a particular region i, it is expected that
M . farmers would turn out to be in the 1 class. This alsomeans that among all farmers in region i, Mil is the per-

M..1

centage of farmers having a repayment rate within the 1
range.

In particular, for example, the loaning operations when
applied in Region I, expectations are that 1.1 per cent of
farmers will have repayment rates in the 0-40 per cent cate-
gory, 1.4 per cent in the 40-50, 22 per cent in the 60-70,
12.2 per cent in the 70-80, 20.6 per cent in tte 80-90 and
42.7 per cent in the 90-100.

The problem tnerefore is to select the types of farmers
to be financed. This, in effect, also means the identifi- ;
cation of the types and assigned values of the characte-
ristics of the farmers impinging on such specific factors
as financial and non-financial ratios.
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8. CONCLUSIO~i AND RECOMMENDATIONS

From the exe rcise, several conclusions and
recommendations may be derived:

1. Bank X has to streamline its lending policy on
supervised credit programs;

2. Farmers must be educated on credit consciousness
and credit management;

3. Bank X should increase its lending portfolio and
diversify its lending activities; and

4, Bank X should intensify its campaign on loan
collections.
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cost C2 is Suffered for each rogular order tit t0 where it
is plausible to assumie ithat > c 2  0. The shortage cost

k(> 0) is suffered durinf, the time duration when failure

of' an operating unit takes place and the spare Is not
available. Finally, the inventory cost k0 (> 0) is

suffered during the inventory period of the delivered spare.

The costs c1 and c2 are suffered foi, each replaceme:nt and1±:: duration.
Let us introlInce the dis~oini-. fsic~tor a OP vontinuous

exponential) type (see, e.g. , Van Horne (111) . That is, a .

untof cost is discounted by e(-ct-(t.) after the time
duration t.

Define a one-cycle fromi a repulacement to the next
replacement. The discounted expected cost during one-cycle
igiven by

t(to? t>1 L) c'. 0 c +J~Pt eaC(t+L) 1-U

a Itfo -at LFt +Ic2

f ab) e( F(t)dIt + V e- ~ d]I
0

+ e (.)

where Fit L I (t) . A unit of ost is d iscounted by

t o- Cd.t f '
a oldF t + f to ( ) (2)

0' '

which we Shoul d 11i nim-0~s as a cr1iter ion of' optimni Ity. It,
I's notd thal
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3. (MPTIMNf ORDEING I 3LICY

We seek the optimum ordlertug pol icy which miimvize'.s
(3). If the ordered spare is delivered at t 0 l , the

delivered spare is in standby up to time L ( I . + b')

The f'o3 lowing Mniin theorem asserts thaLt U £huld be t,

t + 1, or t =\

00

[Theorel' I" For it fixed U0 , the ot Ui ulun L wh i (.,IImi i I I

U -ot )(It,

(tro, ke have f

2 0' '

k [(,I~ e) > 0%L ' )fo mp-ictlt FIL. ,

cn ccf" .1t, i,

Fro m W Thaem , eanon1 let=I+.r

Ifacodnt M (I. [,) L 0, DCr (tol f IN .)' 0 im i t ixt'
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ilf~ll te o~~owh ug two funet ions: 0)

%A 0

LTt ) ~(c - ),-(t ct -('X + (k + k,.913(t )-kI
(,C0;1 0' 1 0 2

(t 01 x 'o \;i) d(t 0  C( (to$-; 01)(3

are 'o'l ted the J !lvOa tes anid have the stwne mfonlotone
-L'pti e, ( -JeBalow and Proschian 1 31 , p. 23) . 'Phit

ipe~' pt~.I and 1 t arc re erved to as "'Policy V, ( t*

t,+0) and "P~olicy TI", (t )ieoc vl

The fod lowinlg I heoremil is based onl Policy I . The proo f
"m rit- t ( d.

T.'1he fa i Iure rate 1(, (R~ t) ) i r assu-maed -o be
'out an i m1, Ui1lonot.oneI y 1 iceasing.

,3') Ir ( 1 (0; 1,) ( p' nd (I I (-,. I,) ' 0, thelroe x iots a

qC I ;U 0 and the orspidngcost, is given by
C+

Lt ' i~ 2 0' L 0

0 0

2. The "1'.1 i Ii' rnro.Ito I i( t N (i )) i aasuiled 1., bes
eo .i jj jo uic 1,1 1 1i lI- rL'a j i g . Th'len t* = 0 ori I. M

0

The tol I ow i r t lIwo renm i ,base"d oil Po i icy I I an d i s
IVPWi thout. proof.

Prflleorehl t;)I lione L hnt t 1 t, ' < 0 and C (A t <~ ~

f1 ,' or ally t(N)

I . The fZ1. I IWO rate,( 1'(,t, ) (R1(tI) ) iS ISS11110d 11,0 he

coi. UUSai mio oi 1ii' el
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(i) If q (0; )< 0 and q. L) > 0, there exists a

finite and unique optimum t* which satisfies the equation
11 0

qi(to; L) 0 and the corresponding cost is given by

C(to ; L) [(c1 - c2)r(t) -ac 2 + (kI + k2 )R(tO )

- l/[aR(t*)]. (10)

(ii) If qlI(,; L) < 0, then t* =0.

(iii) If q (0; L) > 0, then t* 0.

2. The failure rate r(t) (R(t)) is assumed to be
continuous and non-increasing. Then t* = 0 or

0

0

4. CONCLUDING REMARKS

If we consider the' non-discounted problem, we have the
expected cost per unit of time in the steady-state by

assumning C C(t O , tl; L)/a. The corresponding results

are rewritten in a similar fashion.
In particular, Theorem 2 is rewritten by assuming a-eO:

I

lii qa(to; L)/a [(cI - c2 )r(tO ) + k R(to)]

Ct-*0 1 0

x[L + fo i(t)dt] - [clF(t O ) + c2T(tO ) + k1fto F(t)dt],

0

and

lim aC (t*, t*+L; L) (c -c )r(t*) + k R(t*), (12)
a 0'0 1 2 0 1. 0'

which are given by Osaki [8]. Kaio and Osaki [6] modified
the similar ordering policy with salvage cost.
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Theorem 3 is rewritten by assuming a4-O:

limcl (to; L)/ci [(c. - c2)1(t.) + (k, +k 2)iR(t ) k 2

x[ET + f t F(t):t] - R(t 0)Ftdt+kfLFtd)

F 0,

and

lrn ac (t*1(~ L) [(ci c c)r(t*) + (k1 + k)~*

20

A Nakagawa and Osaki [7).
It is finally noted that a case of L = 0 in Policy I

is an age replacement policy with discounting by Pox [5)
and a case of L = 0 and a-+0 in Policy I is an age
replacemient policy with no discounting by Barlow and
Proschan [3].
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CAPACITY INSTALLATION OF TWO RELATED
EQUIPMENT WITH CONVERSION POSSIBILITY

C.O. Fong
Faculty of Economics and Administration

University of Malaya

Kuala Lumpur
Ma lay sia

Abs tract

The problem in which a firm has to meet the demandfor the services of two distinct but related equipment
over a planning horizon is considered. An equipment ofone type can be converted into an equipment of the othertype at some costs. Hence demands may be met by directcapacity installation (expansion) or by conversion fromthe other type of equipment. Capacity installation andconversion costs are assume to be concave reflectingpossible economies of scale in these activities.
The objective is to find a policy of capacity installations
and conversions between the two types of equipment suchthat the present value of the total installation and conver-sion costs is minimized. The problem is formulated andgiven 6 network representation. A dynamic programmingalgorithm similar to that in [2] is then developed which can
be used to solve the problem efficiently.
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1. Introduction

The problem in which a firm has to meet the demand
for two types of services with two types of equipment
available, an expensive general-purpose equipment and a

cheaper specialized equipment which could provide only
one of the services, has been studied (but not solved) in [5].
The objective of the problem is to determine the policy 4
which minimizes the present value of installation (expansion)

costs over an infinite horizon. In [2], it is shown that a
discrete time version of this problem can be solved effi-
ciently using a dynamic programming algorithm based on 4
a derived recursive relation. An important generalization
of this problem of capacity expansion with specialization is
the case where a firm has to meet the demand for the
services of two distinct but related equipment. An equip-
ment of one type can be converted into an equipment of the
other type at some costs. Practical situations in which
this problem of capacity installation with conversion possi-
bility is applicable are many and can be found especially in
the areas of transportation, manufacturing and communica-
tion. An example is the case of a public railway adminis-
tration which has to meet the demand for passenger and
freight services over a planning horizon. A passenger car
can be converted into a freight car at some costs and vice
versa. The objective of the organization is to determine
a policy of capacity installations and conversions such that
the discounted installation and conversion costs are mini-
mized over the planning horizon. Another example is the
case of a firm which uses two related manufacturing proce-
sses. The machinery of one process can be converted into
the machinery of another process with some adjustment and
rearrangement. Its objective is again to determine a policy
of capacity installations and (if necessary) conversions
such that the total discounted cost is minimized. In this
paper we formulate the capacity installation with conver-
sion possibility problem into a finite discrete time model
with concave installation and conversion cost functions
reflecting fixed costs and economies of scale in these acti-
vities. Although the problem so formulated is quite differ-
ent from the inventory models of [8], [91, [10] and the one
region and the two region capacity expansion model con-
sidered in [6] and [2] respectively, we show that an extension
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of the approaches use in these references (in particular that
of [2] ) can be used to solve the problem efficiently.

In the next section we provide a statement and formu-
lation of the problem. A graphic representation of the
problem and some properties of the extreme points are
given in J3. The derived extreme point properties are
utilized in #4 to derive an efficient dynamic programming
algorithm to solve the problem. In the last section we
show how the problem can be extended to incorporate initial

capacities, backlogging (or short-term leasing) of capacities,
arbitrary and not necessarily nondecreasing demands, and
the more general case in which there are more than two
types of equipment with conversion possibilites from one
type to another.

2. Problem Formulation•f
2. 1 Statement of Problem

The problem considered in this paper can be
stated formally as follows: A firm has to satisfy the
demand for the service of each of two types of equipment
over a discrete finite time horizon. The demand for each
equipment service is a known nondecreasing function of
time, It must also be satisfied exactly (i. c. no inventory
or backlogging of the services are allowed) at the end of
each period by direct capacity installation or by conversiont
from the other type of equipment. It should be pointed out
that for service industries (e. g. the transport industry) to
which this model is particularly applicable, this assump-
tion is not restrictive since it is not possible to backlog or
hold as inventory the services provided by the equipment
[7, pp 329). The initial capacity of each equipment is
assumed zero and capacity may be installed or converted
at the beginning of each period. It is assumed that a unit of
capacity installed or converted in any time period has a
unit service capability until the end of the time horizon.
Capacity installation and conversion costs are assumed to
be concave, reflecting possible fixed costs and economies
of scale in these activities.
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The problem is to find a policy of capacity installations and
conversions between the two types of equipment such that
the present value of the total installation and conversion
costs in minimized.

Although the focus of this paper is on the problem so
stated, in 6 5 we discuss some important extensions to the
problem (e. g. when there are initial capacities or when
the demands are not necessarily nondecreasing) and show
how these could be handled as well.

2.2. Mathematical Formulation

We begin the formulation process by defining

J = 21,2j, the set of two types of equipment.

K j 1,2, ... Tf , the set of time periods where

T is the end of the planning
horizon.

For it , t tK define

rit = the known increment in demand for type
i equipment during period t. Demand is
nondecreasing, so rit _ O.
Further demand for the two types of equip-
ment are assumed to be measured in the
same units.

xit the amount of capacity of type i equipment
installed in period t. Since capacity levels
can only increase we have xit Z:0.

= the amount of capacity of type i equipmentYit
converted to type j (j i i) in period to.
Obviously we have yit Z 0.

it idle or excess capacity in type i equipment
in period t. In this formulation, for brevity,
we do not permit backlogging (or short-term
leasing) of capacity and hence IiRA
In *5 we show how this assumption can be

relaxed.



C (xit) = the cost of installing x units of type i

equipment in time t.

it(Yit) = the cost of converting yit units of type i

equipment in time t.

The functions Cit( . ) and Hit( . ) are assumed to be
concave, nonnegative and nondecreasing in the interval
[0, A I, and are further assumed to be expressed in present
value form. We also assumed that the cost of maintaining
idle capacity is negligible and can be ignored. For nota-
tional convenience we let

Ri(s, t) r and R(s, t) = .7- Ri (st)TUG riT IL

The problem of capacity installation and conversion v
can now be formulated as problem P:

subject to constraints

(2) X It-Ylt -ty;t :EXIt-I -I it = rlt fo . k .

(3) Xat 'Y1t -Ytt tizt-I - 2z.t -ri +or tfK

(5) It a-0 4-v A~
(6) Xit "y"t I ;t > o ti1.t*K X

Objective function (1) determines the minimum total
present value of capacity installation and conversion costs.
Constraints (2) and (3) represent the capacity balance equa-
tion of type 1 and 2 equipment respectively at each time
period. For example, constraint (2) expresses the condi-
tion that the change in excess capacity level of type I
equipment from period t-I to t (ie. lit - it_ l ) is equal to the
capacity increment Xlt plus capacity converted into type 1
equipment from type 2 equipment (i. e. y ) less the capacityZt
converted into type 2 equipment (i. e. ytand demand
increment rit.
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Constraints (4) and (5) reflect the initial and terminal
conditions respectively of the capacity states.

Let G represents the constraint set (2) - (6). G is a
closed convex set bounded from below and the cost functions
are defined such that P has a finite n, inimum. It is well
known [3] that an optimal solution of a concave function
over u closed convex set occurs at an extreme point of the
constraint set. Since objective function (1) is a concave
function and P has a finite minimum, an optimal solution
of problem P, therefore, occurs at an extreme point of G.
We next derive some properties of extreme points of G
which can used to develope an efficient dynamic programm-
ing algorithm for solving the problem.

3. Properties of Extreme Point

3. 1 Graphic Representation

It can easily be verified that C has the structure of a
node-arc incidence matrix which gives rise to the graphic A

representation as presented in Figure 1.

R 1 T)
0I

r23 2

Network Representation for P with T = 3. Figure I
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Each constraint (2) is represented by flows through a

node mt. Similarly each constraint (3) is represented by
a node m2t. The node m o represents the redundant equa-
tion obtained by summing up (2) and (3) over t. K.
Following the terminology of [2], we shall call an arc
active if the flow along it is positive. An arc that is not
active (i. e. have zero flow) is called inactive. An extreme

"'4 flow (extreme point) of G is defined here as a leasible flow
whose active arcs contain no cycle [1], [4] implying that
there exists an optimal solutiun to P whose basic variables
(active arcs)do not contain a cycle.

The graph representating G is a single-source multi-
sink network. From the results of [10] we can derive the
f3llowing important properties to an extreme point of P.
For completeness we also provides a simple proof for the
properties.

Lemma 1. Every extreme point of G satisfies

(7a) xit I 'it-I 0 for ifj, tF.K

(7b)xit Yit = 0 for i j; i, jJ, t L K
(7c0 Yjt lit- I = 0 for i Cj ;i, j E£J, t c K

Proof. Conrider (7a). Ii, t- I> 0 implies that there exists
a path of active arcs linking node mit- (via some nodes
m-t, n rT_.l,..., t-I , j E. J) to the only source node
Mob if Xit> 0 then we have traced a cycle of active arcs

which include arcs (mit I' mit) and (no, mit). This proves
that both x.. and I. 1 cannot be positive in an extreme
point ol G. Properties 7(b) and (7c) can similarly be
proved.

The graph G representing problem P is different from
the network V representing the problem considered in [2].
One major difference is that the network V of [2] is a multi-
source multi-sink network, whereas the graph G of problem
P is a single-source multi-sink network. It is this differ-
ence which enables the properties of Lemma I to be deve-
loped for problem P, whereas no properties similar to
lemma 1 can be derived for the problem considered in [2).
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In spite of the differences, we can characterize an extreme
point of G by defining, as in [2), three groups of states at V
each period t for tEK+IT I

Group 0 : lit = I t 0 '2
Group I : I > 0, 1z =0

Group 2: 1i =0, Izt 0

Group 0 contains only one state. Any state of Group I and
2 can be described by a one-dimensional variable, Further
the maximum feasible value of I ()2t) in a state of group
1 (2) at time t is R(t + 1, T). This can be easily verified
from Figure 1. Representation of the possible levels of

and I when at most only one of them can be positive,
by states f groups 0, 1 and 2 provides :. useful way of
developing a dynamic programming algorithm which is
discussed next.

4. A Dynamic Programming Algorithm

4.1 Recursive Relations

States of group 0, 1 and 2, however, do not com-
pletely exhaust all possibilities since extreme points of
G can also satisfy

(8) 1it It 0 for tEK - t T.

Equation (8) is comparable, though not exactly similar,
to (16) of [] and an recursive relationship similar to (17)
and (18) of (Z] can be developed to solve problem P.
For clearity, we shall develope the recursive relationship
for solving problem P here, and then point out the differ-
ences between the developed relationship and equations
(17) and (18) of [2].

In the dynamic programming ;ramework, let the time
periods be stages and A be the one-dimensional state
variable corresponding to the capacity levels associated
with the states of group 0, 1 or 2.
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From * 3. 1 we know that at period t group 0 has only one
value while group 1 and 2 has R(I+I, T)levels each.
Thus at each t there are Pt (=2R (t+t, T)+l) possible values
for A , with each value of corresponding uniquely to a
value of Ilt (and 1zt).

Let f ( O) be the cost of optimal capacity installation
and converion for periods t+l, ... T, with I (and I
uniquely specified by a( iI, 0 Pt I I

Let cuv (, ) denote the cost of following an optimal K
policy over periods u+l to v given that I, and 1., (I and

v are specified by o( p )and I IZ0 for IVo

v-I. We have:-

(9) fT =l) =0

for u=T-l, T-2, ... 0 and K=I, P

where P0 = PT = 1.

Recursive relations (9) and (10) represent a one-dimen-
sional state variable dynamic programming relationship
and an optimal solution to problem P is given by fO(O= 1).
For the procedure to be efficient, the subproblems for
deriving c. ($ ,P) must be soluble trivially. We will now
show that to be the case.

4. 2 Subproblems

In the calculations in a subproblem to derive cu v (Alp
three cases can be clearly distinguish, with corresponding
to the states of each of the three groups (as classified in

3. 1) falling under one case.

Case (i) is the case where the C corresponds the state
of group 0. Here we have II = I =0. Since (8) is satisfiedlu 2t
for periods u+l to v-I, by Lemma 1 (properties (7a) and
(7c) ) wo have:

Yt=x =0 for i.J, t.
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This implies only y.u+ and x.u~ for i I J can be nonzero.
Hence we now need to evaluate only the three remaining
possibilities where there can be no cycle i. e.

a. x lu+l = R 1 (u+l, v) + Ilv, X2u+=R2(u+lv) + I2v

with Ylu+l " Y2u+l =0

b. Xlu+,;R(u+l' v)+Ilv+ ~v, Rl~ =R(u+l, v)+ Iv

with X2u+=y2u+ 1 =0

c. x =R(u+1, v) + Ilv+ Iv, y2u+l=Rl(U+l,v) + Ilv

with Yl+1 0with Xu+l = Ylu+l = 0.

Since 0 specifies Iv(and I2v), in each of the three situations
the value of the nonzero variables are specified uniquely and
the costs are, threrfore, trivially obtained. The minimum
of the three costs is cuv(A, P )

In case (ii) _c corresponds to a state of group 1.
Here we have Ilu>O, IZu = 0. Again by Lemma I we have

Y~t =x t = 0for |tt u+l,...v1= = 0 for It.u+, v

ylt x 2 t =*0 for I U+Z' 0 0 v

But XZu+l "Iu+l 0 by Lemma I (property (7b)).

Thus for extreme flow and feasibility we must have only
one of two possibilities

i.e. a. Ilu= R l(U+l, v) + Ilv with

XZu+I = R 2(u+l,v) + 12v, Ylu+I =0

or b, '1 = R(u+1, v) + Iv + Iv with

Ylu R 2 (u+lv) + 'v, x 2u+l = 0.
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In either case the values of the nonzero variables are uni-
quely specified. The minimum cost (cuv (X p) ) can thus
be obtained easily. _V

Case(iii) is the case where Mx corresponds to a state
of group 2. This is similar to case (ii) and need not be
elaborated further.

Having shown that cuv(, p) can be trivially derived we
are thus justified to say that recursive relations (9) and (10)
provide an efficient algorithm for solving problem P.

4.3. Remarks

Although in the main problem recursive relations (9)
and (10) are similar to recursive relations (17) and (18) of

[], an important difference exists between the two sets of
relations in terms of the solution philosophy used and the
computational efforts required for solving the subproblems.
As demonstrated in *4.2 for recursive relations (9) and
(10) each cuv( X, p ) can be derived after merely three
%if A is in case (i)) or two (if Ot is in case (ii) or (iii))
arithematic operations. However, for recursive relations
(17) and (18) of [23 each d (9, 0) can only be derived
after [v - (u+l)] arithemaUic operations (see §4. 1 of [2]).
Hence, the computational efforts required to solve the
subproblems in recursive relations (9) and (10) is trivial
and constant, whereas the computational efforts required
to solve the subproblems in recursive relations of (17) and
(18) of [2] is a square function of v and u.

4. 4. Simplications

If the demand increments rit are all even integers
(including zero), we can as in [2] restrict the value of the
state variable M in the main problem to those associated
with only even values (including zero) of I and I
The reader is referred to [2] for the proo 2t

Another important simplification arises when the
demand for each type of equipment can be assumed to grow
linearly i.e. r. =r. for if_ J tf. K. This simplification

it 1
is presented as the following Lemnma.
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Lemma 2 For a problem P where the demand grows linearly
i.e. rit r. for i cJ, tF-K, at any period t we can in the
main problem restrict the value of to those associated
with the values of Ilt (group 1 states) or I t (group Z ctates)
which are partial sums of r1 and r 2 as follows:

(1la) Group 1: 1 ar 1 + br 2 , I = 0

(lib) Group 2: = brl + ar2 , lt = 0

wherea £jl,2,... T-ti and b 4O, l,o.T-t.

Proof:

Conditions (11a) and (lib) follow from the concept of
exact requirement introduced in [9]. These conditions
follow from the rationale that Iit> 0 with I. = 0 implies
that in an extreme flow of G there must exist some subset
of nodeso *t,' K-, 'r where tJo , -*1Kpp ... " ... T1

andt[im{ T. at+I with a corresponding total demand that
can be met exactly by idle capacit lit . If such a set does
not exist, then it implies that there exists at least one node

, k ,t*.ti."'" , whose associated demand is
partially met from idle capacity 1it and partially from
another capacity installation x , pEJ, qt4 2k .. is ZO
leading to the existence of a cycle of active arcs in G.

Lemma 2 effectively reduces the values of A. in the

main problem, at any period t, from ZR (t+l, T) + 1 to
z ('r-t) (T-t+l) + 1. This is an important reduction since

A it reduces the computational effort from one that is dependent
on the demand parameters (i. e. ri ) to one that is dependent
on the planning horizon (i. e. T), which is typically a small
number between 10 to Z0 years. It should be noted that a
simplification similar to Lemma Z cannot be derived for the
problem considered in [2].

A similar version of conditions (la) and (lib) can also
be derived for problem P inwhich r . are arbitrary and
nonnegative. However the number oi distinct values which

A the partial sums of rlt and rZt for t F- K can assume would

be so many that it is, in this case, more efficient to enum-
erate the values of Ilt (for states of group i) from 1 to
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R(t+l, T) for t _ K.

5. Extensions.

In this section we consider the various possible
extensions to the model P.

5. 1 Idle Capacity Maintenance Cost

Maintenance cost of idle capacity in most realistic
situations is negligible and has been ignored here.
However it can, f necessary, be incorporated into model
P by defining the cost function G. (I. ) to represent the
cost of maintaining I.t anits of idLc capacity of type i equip-it
ment in period t. Function G. ) is assumed to be concave,

it.nonnegative and nondecreasing in the interval [0, CK).

Objective (1) would now include the terms i&J tK qt( 1 it).
Assuming that the problem has a finite minimum, it can be
solved by the approach discussed in 1 3 and t 4.

5. 2 Backlogging of Equipment Capacity

In a situatien where ,;hort-term leasing of equipment
is available, then it may be realistic to incorporate the
possibility of backlogging of each or both type of equipment
capacity into the problem P. It need to be pointed out that
we assumed it is not possible to have an inventory or back-
log of the service provided by the equipment. However,
inventory of equipment capacity in che form of idle capacity
and backlog of equipment capacity in the form of shortterm
leasing of capacity are now permitted. This can be achieved
by defining: (12) ItQit Lit , with Qit, Lit 0 for

itit ~
i E J, t f. K with the imposed condition that

(IZa) it " Lit = 0 for i *J, t *.K.

The variables Qt and L now represent the amount of idle
andbakl cpaity tand backlog capacity reapectively of type i equipment at

period t. In terms of the network representation, this
involves the addition of arcs (m in.) to represent
Lit with Q now represented by arcs (mit, m

tit it+- 1
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We now define Fit(Lit) as the cost of backlogging Lit units
of type i equipment capacity at period t, where Fit (.) is
again assumed to be concave, nonnegative and nondecreasing
over the interval [0, A). Objective function (1) ncw would
include the terms ijT t Fit (Lit).

Since each node m. t now hac four arcs representing
x., iy_.(j 0i), St- anN L;t dir ected into the node, Lemma
1 can be expanded as:

Lemma 3. Every extreme point of P satisfies

(13a) xit" Qit-1 = 0 for iEJ, tEK .

(13b) x. L. =0 for it.J ttK I'
it 0itfo sJ.tE

(13c) xit' t =0 for j j, j F.J, t .K

(13d) yjt" Qit-I = 0 for i~j;j LJ, tfK

(13e) yt" Lit = 0 for i j;j EJ, t LK

(13f) Lit . Qit-I = 0 for i*-J, t-.K.

The proof of this Lemma is the same as the proof for Lemma
1 and needs no further elaboration.

At each period t, the number of states of group 1 and
2 (as classified in §3. 1) would now have to be expanded to
include negative of Iito i.e.

Group 1: I 0, I =0
it at

Group 2: 1 0, 'Zt 0.

Now states in each group 1 and Z can assume a maximum
of R(1, T) levels. Hence at each period t, we have to
enumerate ZR(1, T) +1 levels. The recursive relations (9)
and (10) is still applicable except that now

Zt 2R(1,T) + 1 for tEK -JT~withP P =1 1
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In using recursive relations (9) and (10) the subproblems
for calculating Cuv (c, ) is now slightly more complex.

Referring to the classification of §4. 2, in case (i) we can
have four subcases:

for t = u+lj., v-I

(14b) Qt > 0, Lt > 0, Llt Q2t = 0

for t = u+l,..., v-I

(14c) Llt> 0, Qt 0, Qlt L

for t= u+l,..., v-I

(14d) Llt > 0, L~t>0 l ~

for t = u+l,..., v-1.

As shown in k4. 2 for (14a) we have only three possibilities
in which we need to compute the costs. For (14b), it can
easily be verified by Lemma 3 (using properties (13d) and
(13e)) thaty =0 fort:u+z,..., vand y 0 forI t
tu+l,...,v-1. Hence we have only five possibilities in
which the costs need to be computed. The five possibilities
are

(a) Xlu+1 > 0 with ylv > 0,

(b) Xlu+l > 0 with XZv > 0,

(c) Xlu+1 > 0

(d) XZv > 0 with yu+1 0 and

(e) yZu+l > 0.

-1171-



Again in each of the five situations the nonzero variables
are uniquely specified and the cost can be derived trivially.
Conditions (14c) and (14d) are similar to (14b) respectively.
Hence for case (i), we have to derive 16 cost data, the
minimum of these being cuv (O l

I:, case (ii) we also have the four subcases (14a) to (14d).
For (14a) it can be shown that, since now I can be negative,lu
we now need to compute the costs for five possibilities.t
In each of (14b), (14c), (14d), we have eight possibilities-./
Hence to compute c (0, p3 ) with A from a group 1 state
we have to derive 2 9 cost data and select the minimum.

Case (iii) is similar to case (ii) and will not be further
elaborated. We have now shown that the subproblems can
still be solved easily for the backlogging case, justifying
the fact that recursive relations (9) and (10) can still be
applied efficiently.

(5. 3) Initial Capacities

Initial capacity in either or both type of equipment
can also be incorporated into model P. In th.is case the
state specified by x at stage 0 would correspond to the
capacity status of each type of equipment. Recursive K
relations (9) and (10) can still be used to solve the problem.
However now the network representing G is no longer a
single-source network and Lemma 1 need not necessarily
hold true. Now the subproblem for calculating cuv (CK i)
is slightly more complicated. Referring to the classifica-
tion of 1 4.2, case (i) remains unchanged since 1lu
IZu 0 implies that Lemma I still holds for nodes mi.
i E.J and u < .7 SV. In case (ii), we still can have at most
one i nstallation for each type of equipment between periods
u+l and v. The cost for the possibility of no expansion
between u+l and v is uniquely specified, since for feasi-
bility Ylu+l must be nonzero and, hence, Yl fort = u+2,..
v and yzt for t = u+l, ... , v must be zero. Consider the
possibility in which there is only one expansion. When the
expansion occurs at node m for any T between u+l and v
or mnZT for any T between uT2 and v the cost is uniquely
specified since the value the expansion is known and ylu+l
0 for feasibility.
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There are, therefore, (v-u) + (v-u-l) such evaluations.
When the expansion occurs at node wn I we have Z(v-u)
possibilities, each with YlT or yT bUt not both) nonzero
for' Tt u+,...,v j" Hence we Iave a total of 4 (v-u) - I
possibilities to consider when there is only one expansion.
When there are two expansions between periods u+l and v,
there cannot be any capacity conversion between periods
u+1 and v. This implies we now have u-v possibilities with
XZu+l 0 and xlT 0 for any T between u+l and v.
Hence in this case (and also case (iii)) we have to consider
5(v-u) possibilities, each with the cost uniquely specified.

5.4 Arbitrary Demand

The case in which the demands are arbitrary
(i. e. not necessary nondecieasing) may be realistic in some
situations. For example, some public railway administra-
tions have experienced an absolute decline in demand for
passenger traffic (cars) due to increasing competition of
other modes of passenger transportation, while the demand
for freight cars have generally maintained a steady growth.
The formulation and network representation of problem P
still remains valid when the demands are arbitrary.
Nowwehave R i (1, t)20 for i.J and tf K, but ri is
unrestricted in sign. In the network each r. <0 wouild be
represented by an inflow of r. units into nole m.
As in the case with initial capacities, the networA is now a
multi-source network and Lemma 1 is no longer valid.
Recursive relations (9) and (10) can still be used to solve
the problem, but the subproblems would have to be solved
in the manner described in § 5.3.

5.5 Multiple Types of Equipment

The model given in § 2 and the network represen-
tation can be extended to handle the more general case where
there are more than two types of equipment with conversion
possibilities from any one type of equipment to another.
A decomposition property similar to equation (B) can still be
derived. However, now at each period t we have k groups
of states where k is the total number of types of equipment
available. Each group t is now defined as I = 0 with
Ist t_0 for s 1, Z,...,kJ i
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For notational convenience this classification is slightly

different from that given in §3. 1. The dimensionality
of the state variable (i. e. 0 ) in recursive relation (10)
is now k-I. The subproblem of § 4.2 would now be rela-
tively more difficult to solve, though there can now still be
at most one expansion for each type of equipment.
It can, nevertheless, be solved in a manner similar to that
indicated in §4. 2. When the demand for each type of equip-
ment can be assumed to grow linearly (i.e. n't r for

,,.., k and t f K) then an equivalent form of (Ila)
and (lib) can be derived which can be used to substantially
reduce the number of k-I dimension state variables ot
that need to be considered in the recursive relatives (9)
and (10). In fact in this case, at each period t, the number
of levels of I. that needs to be enumerated is approximately
(T-t)k, which implies that the total nu.Ro\f)k- I dimen-
sion state variable is of the order (T-t)
In realistic problems T is typically about 15 years. Hency
for the case of constant growth rate in demand for equip-
ment capacity, the procedure may be tractable for k
relatively small (e. g. k _ 4).

6. Conclusions

In this paper it is shown that a recursive relationship
developed in [2] can be adpted to solve the problem of capa-
city installation for two types of related equipment with
conversion possibility from one type to the other -

a problem encountered particularly in the transport industry.
In adopting the recursive relationship of [2] to solve this
problem, it is further shown that the solution philosophy
used to solve the subproblems is quite different from, and
more efficient than, that used in [2]. Important simplici-
cations and extensions to the basic problem considered
are also derived.
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FOOTNOTES

1. When I does not equal the two values specified,
lu

the flow is non-extreme and, hence, in these cases
Cuv (d, p ) can be set arbitrarily high.

2. The possibilities are:

(a) Xlu+1 > 0 with Ylu+l > 0,

(b) xlu~l > 0 with X > 0, and

(c) x 2u 1  0

(d) x2u+l > 0 with Y2u+I > 0, and

(e) Ylu+l > 0.

3. For (14b) the possibilities are (a) no positive installa-
tion or conversion variable between periods u+1 and v.

(b) YZu+I > 0, (c) Y v > 0

(d Xu+l > 0, (e Xu+l >0, Ylv > 0,"

M0 x ,X?"

lu+ > , v0 ,  (g) XZv 0,

(h) x2.v > 0, Y'u+l > 0.

For (14c) and (14d) the possibilities are similar and,
therefore, need not be given here.
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NONRENEWABLE ENERGY CONSUMPTION FORECASTING
BY GROWTH CURVES

M.N. SHARIF, S.R. KHAN and M.N. ISLAM
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P.O. Box - 2754, Bangkok, Thailand

ABSTRACT. The purpose of this paper is to assess experi-
mentally how well different growth models work in the same
application. The case used for analysis is that of fore-
casting nonrenewable energy consumption patterns. All
existing models of "growth with upper limit" are applied to
the same set of data for making alternative forecasts. The
characteristics of different growth curves are also studied
in general terms as well as in this specific application,
Moreover, a new growth model for the case of energy consump-
tion has been dcveloped and evaluated. Results of the
analysis are presented in a comparative form, so as to help
forecastors to discriminate intelliSently among the available
tools.
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1. INTRODUCTION

One of the most important area of research requiring
immediate attention in relation to the study of the future
has recently been identified to be on issues of methodology-
i.e., improvement in existing methods, attempt to develop
new methods or expand applications, etc. [18]. One speci-
fic recommendation of the above National Science Foundation
Study is to "experimentally asses how well different fore-
casting methods work in the same application". This paper
presents one case study on forecasting by growth curves.

Given the overwhelming impact of energy on present-day
societies, the selection of the case of forecasting energy
consumption patterns needs no further justification. The
factor to be noted is the restriction of the scope of the
study to consider only the nonrenewable energy resources -

coal, oil, gas and nuclear. Moreover, consumption in this
study refers to world total.

Studies on different aspects of energy consumption are
abundant in the literature. Even in the area of forecast-
ing alone there are many. Wessels et al [21] studied the
state of methods of forecasting demand for energy. Nutty
[14] gave some estimates on the possible date of running out
of oil supply. Austin and Brewer [] forecasted world
energy consumption by interrelating projected population and
energy consumption per capita. Cook [5] referred to
Hubbert's "depletion-history curves" for energy forecasting.
Forecasts on energy consumption are also incorporated in
studies on economic and environmental aspects of energy -

e.g., Bailey [2], White [22], Watts and Hrubecky [20], MIT
Energy Laboratory [15], etc. The forecasting functions
used in all studies mentioned so far, are other than the
wellknown growth curves, such as, Pearl curve, Gompertz
curve, Logistic curve, Floyd curve, etc. However, Lakhani
[11] used Gompertz curve in evaluating an environment-saving
process in petrolium refinery industry, and Bossert [4]
applied Logistic curve to electric utility forecasting.

The choice of a suitable type of function is an impor-
tant problem in long-term energy consumption forecasting.
The past growth in the use of energy resources in the world
has been recorded to be exponential [12]. However, since
the nonrenewable energy resources are of finite quantity, it
is obvious that the choice of suitable type of function
should be limited to "growth curves with upper limit".
Therefore, section 2. of this paper deals with the kinds and
characteristics of the available growth curves with upper
limit. In section 3. these curves are used for forecasting
and analysis. The functions selected and the results of
projection derived from the regression analysis are checked
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for statistical reliability. A new model for forecasting
energy consumption patterns is then presented in section 4.
Finally, section 5. includes a synthesis of forecasts from
diverse methods. It is hoped that the analysis will help
forecastors to discriminate among the available growth
curves with upper limit.

2. GROWTH CURVES WITH UPPER LIMIT

Since past data shows an exponential trend for energy
consumption, in this section we will be considering only
exponential growth curves which approach an upper limit
asymptotically. In all the mathematical expressions given
below, Y is the energy consumption, t is the time and L is
the upper limit.

2.1 Simple Modified Exponential [9]
-bt

Y - L - a e (1)
where, a and b are positive constants.

For the simple modified exponential curve the logarithm
of the slope when plotted against time gives a straight line
sloping down to the right.

2.2 Logistic Curve [4, 9, 21]

LY a-bt (2)

1 + eab
where, a and b are positive constants.

For the logistic curve the logarithm of the ratio of the
slope to the square of the moving average, when plotted
against time, will give a straight line sloping down to the
right. This curve grows through a phase of increasing
increasingly to one of increasing decreasingly. It is sym-
metrical about the inflection point.

2.3 Pearl Curve [13]

Y L -bt (3)

1 + ae
where, a and b are positive constants.

Pearl curve has the same slope characteristics as that
of the logistic curve. The curve has initial value of zero
at t - - = and reaches the limiting value L at t -+ .
Inflection point occurs at t - (ln a)/b corresponding to
Y - L/2. The curve is symmetrical about the inflection
point. Because of the symmetry, 'a' determines where the
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the curve will be located on the time axis and 'b' determines
the steepness of the rising portion.

2.4 CUMMULATIVE PROBABILITY CURVE [3]
Lea+bt (4)

l+e
where, a and b are constants.

This is the cummulative probability curve for normally
distributed random variables. The curve has the same cha-

V racteristics as that of the Pearl curve. It is symmetrical
about the inflection point having a range from - to + .

Inflection point occurs at t - -(a/b), where Y - L/2.

2.5 GOMPERTZ CURVE [9, 13]

,e -bt
Y * L ae (5)

where, a and b are positive constants.

Gompertz curve has a little different slope characterls-

tics than that of the logistic curve. For the Gompertz
curve, the logarithm of the ratio of the slope to the moving
average (not the square of the moving average) when plotted
against time gives a straight line sloping down to the right
Moreover, unlike the Pearl curve, Gompertz curve is not
symmetrical. This curve has a steeper growth than the
Pearl curve. The curve ranges from an initial value of

zero at t - - to the limiting value of L at t - + a

The inflection point occurs at t - (In a)/b, where Y - L/e.

2.6 FLOYD CURVE OF UNIVERSAL GROWTH [8, 16]

F f
Sf + inF a + bt (6)

where, F is the upper limit of the figure
of merit represented by f and a and b are constants.

This general curve on technological growth was derived
by calculating the probability of improving the figure of
merit through applied efforts. The Floyd curve is non-
symmetrical. Inflection point occurs at f = F/3, where
t - (In 1/2 + 3/2 - a)/b.

It can be observed from the above expressions of dif-

ferent growth curves with upper limit, that the Logistic
curve (Eq. 2), the Cummulative Probability curve (Eq. 4)

and the Pearl curve (Eq. 3) are essentially the same.

Thus, we can reduce the number of available curves to four

Modified Exponential, Pearl, Gompertz and Floyd. Figure 1

shows the general uhape of these growth curves with upper
limit. With the exception of the Modified Exponential
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curve, all others are of the S-shape, i.e., the growth changes
from a phase of increasing increasingly to one of increasing
decreasingly.

The past observations of exponential growth in world
energy consumption conforms to the increasing increasingly
phase of the growth curves. However, due to widespread
awareness on the depletion of reserves resulting in energy
conservation policies, the energy consumption growth is
likely to move into the phase of increasing decreasingly.
Therefore, the choice of functions for energy consumption
forecasting is restricted to the three well-known growth
curves - (i) Pearl curve; (ii) Gompert: curve; and
(iii) Floyd curve.

3. APPLICATION OF PEARL, GOMPERTZ AND FLOYD CURVES

Historical data regarding world consumption and reserve
of primary energy sources are shown in Table 1. Consumption
figures are for the period of 1950-1974, and all in terms of
million metric tons of coal equivalent. The reserve figures
are shown as of 1950 by adjusting for the consumptions since
1950 to the data available on proved and recoverable reserves.
Using the data shown in Table I and the mathematical expres-
sions for the Pearl (Eq. 3), Comprtz (Eq. 5) and Floyd
(Eq. 6) models the curves are fitted by ininimiring the sum
squares of the ratio of fitted curve and data curve. The
resulting curves are shown in Figure 2, and the estimates
for the parameters along with the correlation coefficients
are given in Table 2.

It can be observed from Figure 2 that the results of
long-range projections derived from regression analysis on
the basis of the three selected functions are significantly
different. Therefore, it is necessary to check for
statistical reliability.

The correlation coefficients are observed to be very high
for each of the three models (Pearl, Compertz and Floyd) in
each of the four cases (Coal, Oil, Gas and Nuclear). More-
over, for the Pearl and Floyd curves, the logarithm of the
ratio of the slope to the square of the moving average gives
a straight line sloping down to the right. Also, for the
Gompertz curves, the logarithm of the ratio of the slope to
the moving average gives a straight line sloping down to the
right. Hence, the statistical tests are satisfactory for
all the cases. However, since the projections are so
different, further analysis is necessary.
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Table 1 World Consumption and Reserve of Primary Energy
Sources (All Quantities in Million Metric Tons
of Coal Equivalent)

CONSUMPTIONS

Year Coal Oil Natural Nuclear
Gas

1950 1534.188 671.830 244.463 42.200 I
1951 1643.838 740.449 288.582 45.984
1952 1636.762 787.755 310.790 49.055
1953 1658.734 834.643 329.796 50.699
1954 1666.541 883.815 347.653 53.727
1955 1814.013 991.090 380.040 58.057
1956 1884.270 1073.219 410.553 63.301 1
1957 1922.601 1117.053 446.554 67.576
1958 1955.044 1187.502 486.624 75.139
1959 2066.790 1267.548 541.995 78.116
1960 2205.717 1358.297 593.637 85.160
1961 2037.224 1440.711 636.580 89.654
1962 2080.896 1556.211 697.483 95.080
1963 2171.490 1680.873 757.023 100.192
1964 2222.450 1815.931 827.579 104.971
1965 2254.516 1954.795 887.298 115.804
1966 2293.168 2137.037 968.942 126.088
1967 2177.273 2269.541 1038.358 129.617
1968 2285.643 2473.732 1136.608 136.242
1969 2353.986 2688.167 1249.412 146.126
1970 2418.260 2935.951 1368.182 154.425
1971 2396.062 3114.285 1468.498 164.076
1972 2406.064 3338.648 1555.187 176.933
1973 2502.904 3597.884 1622.726 185.775
1974 2530.733 3566.777 1668.207 205.098

RESERVES (As of 1950)

7888.159 725.483 748.262 4842.599

Sources: (i) World Energy Supplies 1950-1974; U.N.
Statistical Office, U.N. Publication,
New York, U.S.A. (1975).

(ii) Energy Index 1975 (P-48); Proved and
Recoverable Reserve; Environmental
Information Centre Inc., New York,
U.S.A.
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One very simple method of analysis suggested by Sharif
and Kabir [17] is to see the behavior of the forecasting
model by varying the data extent. Figures 3 to 6 show the
projections for cummulative consumption of Coal, Oil, Gas

and Nuclear energy using the three growth curves - Pearl,
Gompertz and Floyd - but varying the point of forecast from
1964 to 1969 and then to 1974. By looking into these
figures as well as Figure 2, the following observations are

made:
(i) With the availability of additional data, the

steepness of each of the curves in each of the cases
decreased consistently.

(ii) Among the different curves, there is a definite
trend in relation to overestimation and underestimation
for each of the cases.

The above factors can be used as additional information
for further evaluation of the available techniques which
have been found statistically reliable. However, the
answer is not clear cut. Ideally, forecasts should be
unbiased and efficient; that is, their average error
should be approximately zero (no systematic underestimation
or overestimation), and there should be no significant cor-
relation between errors and forecast values. Keeping this
in mind, a new model is proposed in the next section.

4. A NEW MODEL FOR ENERGY CONSUMPTION FORECASTING

The proposed new model is based on the following
assumptions - (i) the reserves of nonrenewable primary
energy resources are finite, and decreasing in time with
more consumption; (ii) past consumptions have been
increasing exponentially, and there is a positive influence
on this trend; and (iii) there is a tendency towards
rising resource consciousness, and depletion of reserves
create pressure which suppresses the growth in consumption.
Thus, it is postulated that the growth in energy consump-
tion is a function of the projected consumption trend and
the remaining reserve of the particular energy source.

Empirically, the model can be formulated as:

Yt = [Ct (7)

where, Yt = Estimated consumption for
the year t

Ct = Projected consumption for
the year t J

and X Resource depletion factor
(which is a function of
remaining reserve at the
end of the year t-1). 3
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The projected consumption for the year t can be very
easily computed on the basis of our exponential growth
assumption:

Ct - a bt (8)

where, a and b are constants.

The resource depletion factor can be computed as the
ratio of the remaining reserve to the initial reserve:

t-l
R - E Y

0

R°X= (9)

Xt-i R

where, R is the initial reserve and
t-l

E Y is the cummulative consumption at
J1 the end of year t-l.

t-l
Let r t  E Y/R

J=l

Therefore, X 1 - r (10)
t-l (10

Now, putting the values of Ct and X in Eq. 7, we get
t t-l

the final expression of the model as

(1 - rt  t(l - r t

Y t a b (11)

Using the model represented by Eq. 11, projections are
made to describe the consumption patterns of Coal, Oil, Gas
and Nuclear energy by considering different data extents
(as was done in case of Pearl, Gompertz and Floyd models).
The results are shown in Figure 7. The estimates for the
parameters and the computed correlation coefficients for the
fitted curves using data for the entire period (1950-1974)
are shown in Table 3. The correlation coefficients for the
proposed model are relatively better than the Pearl,
Gompertz and Floyd curves (as can be seen from Table 2).
From the projections in Figure 7, one can see that the
steepness of the growth curves do not always decrease with
the addition of recent data points. Moreover, the magni-
tude of change in the shape of the growth curves obtained by
the proposed model are also relatively smaller compared to
those presented in the previous section.

4n11



A~AA~~A' ~AAAA%~

'A~ k A'' *~'Q~A'~ "'iA'T~ ~

9 4,

at

I A

Ii B -

-~ j~r
'6

m
A 2 ~'[~J

I -J---~-i-.- LLLL...4%Q4~4QVI~~g~9 6~g ~ "9 ~gI~0gflg ~~Ig

AIiVlflnfl3 

NOI1.4NflLNO~ 
1AILV~AI~fl3

~% I 4~ N - N 0 4% V -~ N -

4

I 2 29 '
A:

d -

Ito ~

4 .12
~0 4. j

N 0
N 1 V

*1~4*OS 09- I,

I~A
It 44

w I..

Ii

12

'o "0 V'Q 4% VI 4% Vt 4' 4, 4% 4%

Nail AA'.N("~ 3AIIY~IbIflO

F

-1192- V

)

L



Table 3 Correlation Coefficients and Parameter
Values for the Proposed Model

1 - rt  t(l - r )
Model Expression Y a b

Parameters a b =

Coal 1628.87 1.0218
Oil 632.27 1.0957
Gas 250.49 1.0933
Nuclear 42.93 1.0671

Correlation Coefficients F
Coal 0.9715

Oil 0.9972
Gas 0.9993
Nuclear 0.9990

5. COMPARISONS AND CONCLUSION

This section presents a synthesis of forecasts made by

different methods. Complete forecasts regarding the con-
sumption patterns of Coal, Oil, Gas and Nuclear energy
using the Pearl, Gompertz, Floyd and the proposed Model are
given in Figure 8. For every case all available data
(1950-1974) are used. The estimates of the parameters and
the correlation coefficients are already given in Tables 2
and 3. Moreover, a comparative forecast regarding the
market share situation for the four sources of energy
considered in this study is also given in Figure 9. The
market share of each energy source has been computed as
follows:

M Y /T (12)
it it t

where, Mit Market share of resource i
for the year t

Yi Consumption of resource i for
the year t

i Coal, Oil, Gas and Nuclear
energy

and Tt E Y for all i.
it

The forecasts presented in Figures 8 and 9 are now
considered vis-a-vis other forecasts and observations
available in the literature.
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Nobody can tell for certain but many specialists cite
the figures of M. King Hlubbert, a geophysist with the US
Geological Survey, who predicts that 90% of all world oil
and gas will be gone by 2035, and about 90% of all coal by
2300 [5, 6]. These figures are closer to the forecasts

made by the Floyd curve.
If world demand of oil increases at the rate of 2.5%

per year (well below the present rate, as a result of price
increases) - it will outrun the rate of production some-
times between 1990 and 2010 [14]. This date refers to the
inflection point of the growth curves. From Figure 8 it
can be seen that, in case of oil consumption, the inflec-~tion points for the Floyd curve (1988), Compertz curve
(2005) and the proposed Model (1995) are within this

forecasted range.
The Policy Study Group of the MIT Energy Laboratory

made the following forecast [15]. The average growth rate
in world petrolium demand would increase from 55.7 million
barrels per day in 1973 to 92.5 million "barrels per day in
1980 if the pace of growth were to continue at 7.5% per
year. But this neglects the effect of the recent four- lit
fold increase in oil p'tices. On the conservative assump- E
tion that the price elasticity of demand is - 0.15, the
price Lncrease would reduce the 1980 demand by about 19%
to 74.9 million barrels per day (which is equal to 4915
million metric tons of coal equivalent). This figure is
very close to the forecast made by the proposed Model for
oil consumption in 1980 (4443 mmtce.).

Regarding the market share, it has been forecasted that
the oil's share of the total energy market can be expected
to increase through the end of this decade and then to
decline after 1980 [19]. This conforms with the market
share forecasts made by the proposed model as shown in
Figure 9.

In conclusion, it may be said that although there is
no one best model for forecasting energy consumption
patterns, this paper shows that some are better than the
others.
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THE FORECASTING MODEL FOR KOREA ELECTRIC
POWER CONSUMPTION

SUKHO KANG, Ph. D.

Dept. of Industrial Engineering
Seoul National University

Seoul, Korea.

ABSTRACT. This research will present a case study It

illustrating the development of a forecasting model for
Korea electric power consumption. This research uses a
recently developed foreca-ting technique known as the
ARIMA (Autoregressive Integrated Moving Average) technique.
The model determination stage, called identification, is
followed by parameter estimation, and then diagnostic
checking to determine if the model provides an adequate
description of the data.

Using the basic structure of the Box-Jenkins model,
we identify the specific model that describe the behavior
of a time series; from January 1961 to December 1976.
After forecasting model development is completed, forecasting
for the Korea electric power consumption in 1976 and 1977
is shown and compared with the actual data.
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1 . INTRODUCTIONI At the heart of any planning program is the
requirement for suitable forecasts cf future conditions.

Since forecasts are a major input to decision making,1'
good forecasting is a necessity.

A number of quantitative forecasting techniques are
available for making predictions based upon historical
analysis: regression, Winters' Three Parameter Exponential
Smoothing, and Brown's Discounted Least Squares. Recently
Box and Jenkins (1) proposed a structured approach to
forecasting, by unifying material and techniques that
have been available for a long time into a philosophy for
their application.

The methodology suggested by Box and Jenkins represents
a systematic approach to modeling and forecasting discrete
time series. There are two basic reasons why this
methodology can lead to better forecasts than other
statistical forecasting methods and thus should be preferr-
ed to them. First, using traditional approaches required ;-
that the analyst use his owin experience as a basis for
model development. In the past, experienced analysts have
developed methods for identifying the presence of trends

and seasonal patterns. Based upon this analysis, a speci-
fic model would be defined. On the other hand, using
the Box-Jenkins technique, the analyst does not arbitrarily
pick a specific model, but instead eliminates inappropriate
models until he is left with the most suitable model.
Second, the specific form of a given model which is to be
used has traditionally been the result of a trial-and-error
procedure. Box and Jenkins, however, present a rational
structured approach to the determination of a specific
model. It should be pointed out that even though this
method provides for systematic modeling of time series,
management control should be present. All time series )

techniques are based upon the fundamental assumption that
past patterns will repeat in the future. In a dynamic
world this is not always the case.

This paper presents a case study using Korea Electric
Power Consumption. The historical patterns of power
consumption are regular with minimal random variation.
This allows us the opportunity to develop the forecasting
model for Korea Electric Power Consumption. The Korea
electric power consumption data shown in Fig. 1 were
selected. Notice that an upward trend is present in Fig. 1.
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Furthermore, there is a seasonal pattern in the time series
with a cycle length of twelve months. Finally there are
random movements away from the underlying trend and seasonal
pattern, indicating a stochastic element in the environment.

Table 1 contains the listing of Tilowatt consumption
for 1961 to 1976 as compiled by the Korea Electric Company.
This time series will be divided into two parts. Part one,
from 1961 to 1975, will be used to identify, estimate, and
diagnostically check a set of time series models during
the development phas. The second part, 1976, will be
used to evaluate +ie forecasting model that is developed.
Forecasts of 1976 and 1977 will be made with the model and
compared against the actual observations.

Billion KWH9.8_ -... / !

I!

9.3

61 62 63 64 65 66 67 68 69 70 71 7 73 4 75 76

YEAR

Fig. 1. Plot of Korea Electric Power consumption
data.
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Table 1. Listing of the Korea power consumption (0000
kilowatts) data.

Year January February March April May June
1961 9291 10812 9471 9347 9487 10600
1962 11650 11639 11281 17023 11043 11866
1963 14023 13028 12261 13335 13666 14494
1964 15694 15199 14111 15592 15614 16569
1965 18876 17594 17058 19399 18984 19819
1966 21901 22861 22425 24413 23920 24877
1967 29317 29202 28231 32026 30915 32659
1968 35224 35047 35337 37342 36678 38183
1969 47793 4871 45603 51666 48236 524.42
1970 61575 61133 58453 63529 63081 66094
1971 69193 70752 67098 74281 72030 75605
1972 76995 78244 74526 80866 79866 81855
1973 91554 94935 89455 101522 96391 101628
1974 111954 107692 112277 ;14247 115314 113982
1975 130186 124678 129100 133215 132673 135900
1976 150898 151030 155972 150488 157408 162962
Year July August September Oct. November December
1961 11230 9434 10375 9823 10548 11508
1962 11641 12495 12933 12617 13903 14212
1963 14183 14797 15059 14332 15011 15372
1964 17711 18085 18931 17496 19429 19910
1965 21195 21555 21312 23142 23485 25777
1966 25251 25642 26288 25172 28132 19966
1967 30255 34175 35240 35144 36832 36291
1968 37928 43021 44683 42860 483U5 50305
1969 52202 55090 54262 55558 61215 63215
1970 62490 65503 65926 66395 68305 71305
1971 74412 74730 78111 73238 79037 79868
1972 80138 83336 83826 81010 90206 108360
1973 103772 113813 108676 110351 112426 112160
1974 117824 119219 121057 117932 124408 128896
1975 138240 145012 145451 146573 150367 151638
1976 166766 172679 166006 172979 171563 177275
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2. FORECAST MODEL DEVELOPMENT

2.1 . Identification-Tentative Models

To identify a tentative model for further investiga-
tion, sample autocorrelation functions of various differen-
ces of the logged version of the time series for 1961-1976
were calculated and examined. Twelve such sample autocorre-
lation patterns are shown in Fig. 2, with d at zero, one,
two, and three orders of differencing.

1.0 d - 0

1.0j

. I-1.0

0 24  0 12 24 36

Fig. 2. Sample autocorrelations for differenced series indicated by jd.

The sample autocorrelations of the logged version of

the time series with no differuncing are shown in Plot A.} The autocorrelations are high 'oz- early lags and remainI!
high for increasing lags, i.e., tlere is no quick damping

tendency evident in Plot A. This is also the case shown in
Plots B, C, and D for regular first through third differen-
cing of the series. Observe that in checking the partial
autocorrelation pattern (Fig. 3), there are large values
for the first two lags. Therefore, a tentative model for
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Fig. S. Partial autocorrelation plots for Korea power consumption differential series.

further investigation is

(1 ,B)( -B -, 2)(1 - 12)Z = 0  1

where Z is the logged series, (1 - B 12 ) is the seasonal
difference applied to Z to achieve stationarity,

t
( - 'B - O.B ) is the second order autoregressive operator
appl.eA to the stationary series to reduce it to random
shocks, andig is white noise.

2.2. Estimation - Model (1)

We estimated the model (I) coefficients with the 1961-

1976 time series data, and obtained the following coeffici-
ent values:

S0.0187, = 0.4379, = 0.5033t, 0 0.08

2$

, 1+ + + t' ,+ .'*+ m+ +++ + + - .- +

• ++ , + +, m + ' " *',' ++' ++ '• '7 ++ *" + , +,,
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2.3. Disipstic Checking - Model (I)

Tim Chi-square test of the residual swnple autocorre-
lation -and ex.mination of Pig. 4 reveals that model (I) is
inadequate. A significant autocorrelation at lag 12
indicates,that the residuals are not independent, i.e.,
the N(Oy-:) asswuption is not satisfied.

o~ t.ill ,r ,I ,-,1 ....

Pig. 4. Stwnple autocorrelation functions of resLduals.

2.4. TNhe I'dentification of a New Model from the Model (I)
Resul ts

The samnple autocor'relation pattern Co' the residuals
su gests a wa, of Umproving model (i that is, a new model,
(2), is indicated. The large spike at l g 12 indicates the
need for introducing a mo ing average operator involving
period 12. The newly idtnti ied model cmui be represented us

(0 -0100)( -1 -7)( -;) t  (1 -12 B )"c (2)

2.5. Osttmation - Model (2)

The estimation process for model (2) produces the
following model coefficient values:

S-0.287, m 0.717, 0.2,14, 0  0.008,C

12= 0.768 ]
-12 -
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2.6. Diagnostic Checking - Model (2)

The application of the Chi-square test to the
autocorrelations of the residuals at the 95% confidence

could not reject the null hypothesis that the residuals
are randomly distributed. Therefore, model (2) can be
accepted as a reasonable model of the time series.

3. FORECASTING KOREA ELECTRIC POWER DEMAND

We develop the forecast equation for model (2).
This forecasting equation will be used to make monthly
forecasts from a single in time (T). Model (2) is
rewritten as:

(1 + 0.287B)(1 - 0.717B - 0.284B2)(I - B12 )Zt

0.0018 + (1 - 0.768B12 )at .  (3)

This equation can be expanded and rearranged as

Z -0.43Z + 0.49Z + 0.082Z + Z + 0.43Z

-0.49Zt1 4 - 0.082Zt-15 + at - 0.7 6 8at_12 + 0.0018.

We can rewritten (4) as our forecasting function to

forecast 1 pcriods in the future beginning with time

period T + 1:

zt(1) = -0.43Zt+ 1_ + 0.49Z t+ -2 + 0.082Z t+13 + Zt+l_12
+ 0.43Z -0.49Z -0.082Z 15

0.3t+1-13  t+1-14 t+1-15

+ at 1 - O.768a + 0.0018. (5)
t+1 t+1-12

With December 1975 as our forecasting origin (T), the
forecasts and the associated two standard error limits
are listed in Table 2. These data are also plotted in
Fig. 5 along with the actual observations for 1976-1977.
A comparison of the forecasts with the actual observations
shows an average difference of approximately 1.7% between
the forecast and actual values, indicating the effective-
ness of the model. (See Fig. 5 and Table 3.)
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Table 2. Korea power consumption

Forecast of Korea power
(o0oo kn1owatt )

Period LOL Forecast UCL Actual

1976
January 146179 151377 156575 150900February 143967 149625 155283 151000March 143892 150550 157209 155999April 148750 156064 163379 156500May 147444 155430 163416 157400June 149674 158258 166842 162999July 157610 162808 168006 166800August 162592 168250 173909 172700September 162062 168720 175378 166000October 161235 168550 175576 173000November 165604 173591 181576 171600December 169061 177645 186230 177300

1977
January 169846 175044 180242February 169018 174676 180334March 169723 176382 183040April 173659 180974 188288
May 172810 180796 188781June 175830 184414 192998
July 177436 186587 195739August 182011 191695 201380September 180666 190858 201049October 181729 192404 203079
November 184974 196113 207252
December 189090 200674 212259

LOL - Lower Confidence Limit
UOL = Upper Confidence Limit

-1207---



20

1976 19??

Fig. 5 Forecast Korea power consumption

Table 3. Korea power consumption

Absolute Percentage
error of forecast

1976

January 03
February 0.9
March3.
April 0.5
May 1.3
June 2.9

July 2.4

September 1.6
October 2.6
November 1.2 I
December 0.2

Average error
per month 1.7%



4. CONCLUSION

This paper presented a case study illustrating
the development of a forecasting model for Korea power
consumption. The basis for model development is the
three step Box-Jenkins procedure of identification,
estimation, and diagnostic checking. Once development
is completed, forecasting from single or multiple origins
can be done. For effective and efficient forecasting,
management must take an active part. It means that
historical data only provide a starting point. Thus
management experience and judgement must be involved.
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ON NEWY SYSTJUI MODELING

FOR POLICY ANALYSIS

BYONG-HUN AN

Korea Advanced Institute of Science
Seoul, Korea

ABSTRACT: This work provides an introduction to the scope,
applications, methodology, and content of energy related
engineering-economic models, particularly those developed
and used in the United States. Some important methodologies
used to implement these models are briefly discussed, a
classification of models is provided, and representative
models are reviewed. This review is not intended to be
exhaustive or to merely list models. Rather, the models
are reviewed to illustrate and analyze the structure and
trends of recent and current efforts by energy system
modeling community to provide useful and constructive
analytical tools for understanding and solving energy plan-
ning and policy problems.
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Since the Arab oil embargo of 1973, many governments
have been concerned with the importance of energy in policy-
making as a vital component in the economic and social well-
being of a nation. The energy problem emerges as a challenge
to our society. It calls for the development of innovative
energy supply technologies and the improved conservation
actions. To meet these needs, there have been initiated
numerous research and development activities around the world
to improve energy supply and consumption technologies. In
equal measure, however, the need is for improved decision
making to choose among the many available energy futures:
a large part of the energy decisions is to define what the
critical issue is, and then to examine and evaluate the diffi-
cult tradeoffs between the economic, societal and political
costs and benefits associated with alternative energy futures.

The national energy system is highly interdependent.
A variety of energy forms can be used to satisfy many ultimate
requirements, alternative production technologies compete for
many of the same resources, physical and technological limit-
ations can restrict the supply or potential uses of energy,
environmental effects or other externalities can alter the
permissable production and use patterns, and new technologies :
can rapidly transform the available options.

The development of a national energy policy must include
a description and evaluation of these and other complex inter-
dependences. The evaluation of alternatives must be done within
the framework of a flexible system able to describe and quantify
the many components of the energy system.

Often the divergence in the proposals for new action
results from simple but fundamental differences in views
about the nature of the problems and the proper solutions.
If made explicit, these different views can be compared and
evaluated on the rather common conceptual basis. This is
where formal policy models can contribute by providing a
common framework and capability for organizing and extending
the necessary investigation of energy alternatives. This
motivation for developing energy policy models has been well
bought since 1973 event in particular.

Energy policy models arc formulated using theoretical
and analytical methods from several disciplines including
engineering, economics, operation research, and management
science. Techniques of applied mathematics and statistics
used to implement these models include mathematical program-
ming, econometrics and related methods of statistical analysis,
and decision analysis.
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kl The purpose of this paper is to provide an introduction
to the scope, application, methodology, and conceptual contents
of selective energy policy models, particularly those intro-
duced after the 1973 oil embargo. The important methodologies
used to implement these models are surveyed, a classification
of models based on the level of aggregation is discl!nsed, and
representative models in each category are reviewed. The
coverage is not intended to be exhaustive. Rather, this paper
illustrates the structure of recent and current efforts by
energy policy modelers to provide useful and comprehensive
tools for understanding and discussing important energy plan-
ning and policy problems.

2. METHODOLOGIES

Energy system models are formulated and implemented by the
theoretical and analytical methods of various disciplines H
including engineering, economics, and operations research/mana-
gement science. A particular model frequently employs more
than one method, and it is often difficult to classify a model
in a clearcut manner. Models based primarily on economic
theory tend to emphasize behavioral characteristics of decisions
of producers and consumers, while models based on engineering
concepts tend to be concerned with the technical and physical
aspects of production and consumption processes. A typical
example of models combining these two approaches is the Project r
Independence Evaluation System (PIES) model of the US Department
of Energy ClJ . This model is an evidence of growing trends
in energy modeling in order to provide a more comprehensive
framework in which to forecast the condition of future energy
markets under alternative assumptions concerning emergence
of new production, conversion, and consumption technologies.
This trends illustrates the importance of an explicit recogni-
tion of technical constraints in formulating and evaluating
alternative national or industrial energy policies or strate-
gies.

Models based on aforementioned concepts are formulated
and implemented by such typical tools as mathematical program-
ming (in particular linear programming), activity analysis,
econometrics, Input-output approach, system dynamics and related
methods of stat. tical analysis.

Process models rt,2,3 are usually implemented using
the programming techniques associated with network and activity
analysis, while the behavioral models employ statistical methods.

Mathematical programming, in particular linear programming,.
has been used in energy system modeling to capture the technical
or engineering details of specific energy production, conversion
and utilization processes in a framework that is rich in economic
interpretation. Series of activity variables are defined
representing the levels of activity in various processes, and

- 1212-
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these are constrained through demand requirements, supply
constraints, and any other special relationships that must
be defined to incorporate technical reality or other physical
constraints that must be met. The dual problem formulated in
terms of prices is associated with any LP problem formulated
in quantities. This price concept associated with a dual 1-
problem provides an important link between process and economic
analyses. Another characteristic of the optimization approach
is that an objective function should be defined to be either
minimized or maximized. Sometimes this property creates a
conceptual difficulty in choosing a proper single objective A
criterion. Once an acceptable objective criterion is chosen,
however, this approach becomes a predictive model rather than
a descriptive one.

Econometrics is another frequently used technique in
energy system modeling. It is concerned with the empirical
representation and validation of economic theories and laws
via the application of statistical techniques to estimate the
structural parameters of one or more equations assumed and
derived from economic theory. Econometric methods are used
in modeling two types of energy processes: behavioral and
technical processes. Behavioral processes are typified by
various consumer reactions to market signals such as prices,
and many studies on market demand forecasts for enere.y
products have employed econometric auproaches.

Technical processes can be described via econometric
estimation using a proper structural assumption. An example
would be the production function of a firm in which maximum
potential output is a function of the quantities of inpucs
available such as capital, labor, energy, and other inputs.
Translog cost function (see Jorgenson and Lau r43) is one of
popular and well-received functional forms. Technical rela-
tions obtained above could also be used in deriving behavioral
relations concerning the firm's demand for input factors,
for example energy products, at a given output level.

Interindustry techniques or the input-output approaches
are frequently employed in energy policy modeling. Unlike the
general input-output tables where coefficients are based
on a common unit, that is, the monetary unit, the energy sector
input-output coefficients are represented via physical units,
such as BTU, kilocalorie or joules. Then, the energy I-0
table shows the flow pattern of energy products through the
components of the economy. Important and often critical
assumptions of this approach include fixed technology and
zero price elasticity (due to the assumed independence of
input proportions with respect to relative prices). With
these assumptions, the I-0 approach can be limited to the
investigation of direct and indirect energy reouirements and
effects (interdependences amone energy technologies) for a
given level of final energy product demands. To overcome
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this limitation, Hudson and Jorgenson CfS has developed an
energy policy model where the energy I-0 eoefficients are
represented as a function of relative prices of all inputs.
This important development will significantly increase the
potential of 1-0 approach in energy system modeling.

In many applications, the methodologies mentioned above
are employed jointly rather than individually. For example,
the mathematical programming representation of the energy
supply sector utilizes the energy 1-0 concepts in describing
the energy technologies. Some models, which are concerned
with market equilibria, utilize the mathematical p ogramming
approach to describe the supply side and the econometric .

methods to represent the consumption behavior within a single
modeling framework.

5. Classification of Fnergy Models

The energy policy models are discussed in several groups
according to their scope, and they range from models of a
single fuel to models covering full energy system linked to
the rest of the economy:

1) single fuel or related fuels market models, which
concerns with supply, demand and balancing relation-
ships for individual or related fuels,

2) energy system models, which models supply and demand
relationships for all energy related activities, but
does not explicitly consider the feedback phenomena
of the energy sector upon the rest of the economy,
and

3) energy-economic models, which includes the two way
linkage between the energy sector and the rest of
the economy.

In discussing and comparing models, interested features
are the basic concepts used, the methodology implemented and 4,
other relevant characteristics. For the supply sector and
the demand side, the level of aggregation, the level of inter-
fuel substitution and factor (energy and nonenergy) substi-
tution, dynamics and trends (of exogenously given informations
on time profiles of population, labor force, and labor product-
ivity, for example) are among features to be compared between
different models. Supply-demand balancing mechanisms differ
among the models to be reviewed here, and presents a major
source of model diversity. In this article, balancing
mechanisms are classified into two major categories, positive
and normative. Positive models postulate the existenVFI!r-
certain behavior on the part of consumers(e.g., maximizing
utility) and the producers (e.g., maximizing profits) and
assume that these sectors communicate through competitive

,ik



markets. The primary focus of information exchange in the
markets is the distribution of relative prices of the products
and resources. For the positive models, balance is achieved
when these quantities and prices are equal. The system is

then said to be in a market equilibrium. Normative models
here start from the same technological description of produc-
tion and consumption possibilities, but assume that the produ-
cing and consuming sectors operate cooperatively to maximize
some joint criterion function. The system is in balance when
the physical flows match and the production-consumption
activities are at levels which maximize the criterion function
over the feasible values. The comparison features mentioned
above are similar to those used in the model comparison works
of Energy Modeling Forum Q .

4. Industrial Market Models for a Single Energy Form

Models for energy indr:stry markets include process and
econometric models as well as integrated process/econometric
models, which characterize both supply and demand for a
specific or related set of energy products. Typically, models
in this category focus on the supply side of the market.
Process models are used most often for characterizing energy
product supply and capacity expansion. Process-oriented
supply models have been developed and applied most extensively
to the analysis of oil refining operations and to the capacity
expansion plan of the electric utilities. Many models in this
category assume the final demands given exogenously, and try
to operate in such a manner to minimize the total cost of
production while meeting the specified demands. The LP
technique is one of the major tools employed for this type
of models.

However, in this type of models, consuner responses to
various changes in supply side situations (resulting into
changes in marginal costs of production, which affect market
prices which in turn affects the levels of market demand
quantities) cannot be reflected in the final solutions. This
could be a serious drawback, when there exists large price
elasticities of demands. In this section, we examine models
which handles the demands and prices endogenously allowing
for the price induced conservation on the part of consumers.

49.1. Kennedy World Oil Market Model C1.3

This model is international in scope. It deals with oil
production, consumption, trade patterns and pricing. The

international price of oil is calculated on the assumption
that OPEC will act so as to maximize its net economic return.
This differs from many energy moaels where the international

-1215-



4i

price of oil is an exogenously specified input parameter.Kennedy's is a multi-commodity, multi-region single-period !
economic equilibrium model. This model includes cnide oil1
supply functions and also demand functions for four refined
products in each of six regions of the non-Communist world,.i
Cross-price elasticities are taken to be zero. Linearity is
assumed for each of the Supply and demand functions. Market i

equilibrium may therefore be computed by solving a quadratic
programming problem for maximum net economic benefits. Much
like the linear programming models employed routinely for
refinery coordination within individual oil companies, this
one includes interregional transport and oil refining activi-
ties. The costs of these activities are subtracted from
gross economic benefits (the areas under individual demand
curves) to calculate the "net economic benefit" quadratic
objective function.

There are two major methodological limitations in
Kennedy's model. First, it is static, and therefore excludes
intertemporal phenomena such as resource depletion, and the
dynamics of supply and demand responses to higher priceF.
Second, it does not allow ?xplicitly for cor-etition betwe-n
oil and alternative fuels. This is a limitation of not only
Kennedy's but all single fuel market models, since energy
demands can be met by many alternative energy products.

4.2. Baughman-Joskow Electricity Model (63

There exist numerous models dealing with electricity
generation operation and facility expansion problems.
The space limitation does not permit to review these models.
Rather, in this paper, the Baughman-Joskow model is selected
for discussion, for this model covers most of major policy
questions associated with electricity utilities. This model
combines an engineering supply model with an econometric
demand model and links the two with an explicit model of the
regulatory process by whicb the price of electricity is
determined.

Th supply model for electricity is rejionel, encompassing
the nine regions. Each reCion is assumed to have eight poten-
tial plant types available, anM a ninth type, hydro-electric,
is treated as exogenous. The plant types are gas turbines and
internal combustion, gas-fired thermal, coal-fired thermal,
oil-fired thermal, light-water uranium reactors,, plutonium
recycle reactors, high-temperature gas reactors and liquid-
metal fast breeder reactors. The model characterizes the
decision process by which operation and expansion of the
electricity supply system takes place based on cost minimi-

zation techniques used by the industry. The econometric demand
mode forecasts regionalized electricity demands by the indus-
trial and residentiallcxnmernial sectors as functions of the
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prices of' electricity mnd al ternative fuels -- coal,* oil
and gas.

This model is not an optimimation model designed to cal-
'u late an in tertemporal economic vquilibrium. Here capac ity
oxpaflsi 01 derI isintir are bnsed i pon elt'ctrie"i ty OfltlflJd exiioC-
taitions forined by exponentially woiglited movine averajges of'
previouts demands. In eneral , these projections will di ffer
from actual future electricity demanids, for this model tinul- W
ates the electric utility's behavior based onl it myopic manner
-- in contrast to mul ti-period mathematical programmi~ng
capacity expansion models, which imply perfect foresight.

Unl ike many models In this ca tegory, this miodel has
at financial-regulatory subitodel simul at ine the process by
which the electric utility industry raises inventment capital
and sets the price of' electricity in accordanice with thle
administrative procedures of regulatory agencies. This submodol
all own for- thle prices faced by Collsuile 1* to di ffer from the
marginal costs used for operatin6 and capacity expansvion
dci sions w.i thin the utility industry. This model wits us.ed
to assess the future of' thle US nuclear industry ra3 , ia i lne
seriouis questions as to thle fuiture f'liiil viabil ity of
the nuclear equipment maufacturers.

Like thle Kennedy'a o il market model , this model as a
singrle energy f'oi, model cannot accomodate compoti t. tll between
electric ity aid alternative fuels. These sinele fuel market
models can serve mnzy pol icy oupst ions, in part iou] ax, those
of near-tern periods. H~oweve r, duie to the high,) in tordepoln-
dence among fuels, it is ofton necessary to model in tex-tuel
competition (substitution) in ani oxpl icit manner. This
necessi tates thle .simul 1taneouso trevatmlent of components of
thle fuill energy systeml.

5. ffnergy System Models

The national enlergy system Is highly interdependenit.
A variety of' energy foims can be usged to satisfy many ultimate
requiremlents, al ternat ive~ produt Ion techntologies compete for
many of the same resources, physical and technological limita-
tions cani restrict thle supply or potential uses of' energy..
Even though a particular policy question concerns with a
speci fic energy forim, it sh~ould be axmnly-md in conl ' unction~
with other energy products, recogmizing high and complex
interdependencen Mnty. them. llierUy system models, in this
regard, are general izations of single fuel market models
represen ted in the orevious section. B ut these model s
exclude explici t representation of interactions between thle
energy section and the remaindtejr of the. eonomy.

Thto energry system models. included in thle paper are
Brookhaven models, PIE'S model, SRT/Gulf/lWI' model and ETA



model.

5.1. Brookhaven Models 3.,IIA

Brookhaven National Laboratory of US has developed and
is currently extending a series of energy models used to
evaluate energy policy and energy research and development
alternatives. These models &re identified as (1) Brookhaven
Energy System Optimization Model (BESOM), (2) Dynamic Energy
System Optimization Model (DESOM), and (3) a combination of
BESOM with an input-output model developed at the University
of Illinois, and (4) a combination of BESOM and a model
developed by the Data Resources Incorporated.

BESOM, in essense, is a generalized linear programming
transportation model of the Koopmans-Hitchcock-Kantorovich
form. It minimizes the total cost of satisfying a given set
of energy demands. However, the optimization is performed
on the basis of annual cost in a single target year rather
than a minimum present worth over some planning horizon.
Typically, results are reported for the years 1985 and 2000.
This static simplification is probably adequate for the
analysis of interfuel substitution. An intertemporal dynamic
model is not needed for this range of policy questions.

BESOM is formulated as a 'weighted distribution model'.
Given a set of end-use energy resources and conversion
efficiencies, the energy flows throught the system are calcu-
lated so as to mi.nimize total costs subject to the demand and
resource constraints in the target year. Figure I illustrates
the network structure (Reference Energy System) based on a
detailed projection of end-use demands for 1985. Each link
in this network represents a physical process or a mix of
physical processes for a given activity. Each successive
step in the supply chain is integrated along with the end-use
devices. The 'sources' in this network are identified with
primary energy supplies (e.g., underground coal, imported
oil, hydroelectric, nuclear, etc.). The 'destinations' are
identified with end-use demands (e.g., air conditioning,
space heating, petrochemicals, power, etc.). The costs of
extraction, refining and conversion, transportation and
storage, and final utilization are assigned to each supply-
demand combination. BESOM has been used to study the competi-
tion between electric and nonelectric energy forms in specific
end-uses, the feasible range of electrification of the energy
system, the break-even costs and the optimal implementation
model of new energy technologies.

A dynamic, time-phased version of this model has been
developed, and is named DESOM. It incorporates the same
technical details and constraints as BESOM, but treats plant
expansion, resource depletion, and capital requirements
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explioitly. Like its static counterpart, DESOM assumes future

demands for energy services as given and then determines the

combination of energy resources and technologies to be used

over time in order to meet those demands at least cost. The

assumption of the fixed demand growth could be a critical

shortcoming for a certain class of problems, especially where

the prices are involved. If the supply system is constrained

so that marginal costs rise significantly, these high prices

will cause consumers to adjust their demands downward (price
induced conservation). In this case, the fixed demmd

assumption would seriously bias the results towards high

technology and capital-intensive energy supply alternatives. I,
To overcome this deficiency, an effort C113 is under way to
combine the Brookhaven model to the Hudson and Jorgenson
model r] , so that the effects of changes in the energy supply
program can be reflected in the end-use demand behavior.
This type of linking the models of different aggregation
levels are receiving increasing attention among modelers
as a future direction of research (see Aihn r' , Swift [i4 ).

5.2. The Project Indepindence Evaluation System (PILS) ModelCI)

The Brookhaven models tried to overcome the biased 44

implications of the fixed demand assumption by linking the

modols to a macroeconomic model. However, the PIES model
accomodates directly tht. price responsiveness of consumers
within the model. Thus, the demand side input to themodel
is not the fixed dem&nd levels, but the estimated market demand
functions where the prices of the energy products are included
as independent variables. The supply side of the PIM model
is similar to that of the BESOM in that it has a linear
programming (LP) structure. It combines the ouputs from
each of the other components, and solves for market clearing
prices, supplies and demands. Step function approximation&
to resource supply curves are taken from the speoial-purpoe
indIvidual supply analyses, and are embedded within the LP
structure of the PIES model. This step function approximatidn
cannot be done directly with the econometric demand funotions,
since there the demand for a particular energy product
depends both on its own price (via own-price elasticities)
and also on the prices of competing fuels (via cross-price
elasticities). Due to cross-price elasticity terms, PIES
econometric demand functions cannot in general integrate
into a 'social welfare function'. This indicates that convea-
tional optimization techniques cannot be employed to solve for

an equilibrium. Alternatively, an iterative procedure is
employed. At each iteration, the cross-price elasticities

are neglected, but the own-price effects are incorporated
through step-function approximations within the LP structure
of the PIES model. This augumented LI problem can be solved
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by available LP computer packages. At each optimal solution
to the augmented LP problem, there are dual variables (long
run incremental costs) which serve as inputs to the demand
curves for individual fuels. Based on this new supply price
information, a new set of oun-price demand function (without
crose-price elasticities incorporated). The new demand
curves are again incorporated within the PIES LP structure
through the step-function approximation, z. new optimal solut4 on
is produced, and this process is repeated until a satisfacttr
market equilibrium is obtained.

From a computational viewpoint, this PIES iterative approach
can be viewed as one of decomposition methods. An [13] has
shown that this approach has some theoretical implications
which can be applied to many economic problems, and in
particular indicated that this approanh can be viewed as one
of standard approaches in solving for a market equilibrium
(not only for the energy sector).

The PIES has proven itself to be a useful practical
tool. It was used extensively in the Project Independence
Report r_151 of the Federl &ergy Administration of USA (now
the Department of Energy). Unlike standard optimization
methods, the PIES permitted policy analysts to evaluate
legislative proposals for pricing formulae other than those
based on dual variables.

The major limitations of the PIES model arise from the
fact that it is a static model of long-run economic equilibrium.
It cannot be used to investigate the dynamic interactions
among the various elements of the energy sector, or the short-
run adjustments necessary for the successful attainment of
long-run equilibrium. This type of model cannot specify
either the short-run or long-run effects of exogenous shocks
to the energy system - such as an Arab oil embargo or the
invention of a more efficient method of energy conversion.
The analysis of these situations requires a dynamic model
that incorporates short-run adjustments and inefficiencies.

5.3. SRI/Gulf/DPI Energy System Model (163

This model deviates from BESOM in that price sensitive
end-use demand curves are incorporated, and that the dynamics
of the energy sector through time has been modeled by consider-
ing the capacity expansion activities, learning curves, various
time lag mechanisms and resource depletion effects. This
model was originally developed by the Stanford Research
Institute (SRI) and Gulf Oil Corporation to analyze alternative
synthetic fuel investments for Gulf. This model is similar
to BESOM and PIES in tnat the energy system components are
described and linked within a network starting from various
resource extration activities to the specific functional
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end-use demands (e.g., space heating, air conditioning) via t
various conversion processes and transportation/distribution
activities. An important and unique feature of this model
is the use of long-run supply curves for primary resources
(e.g., coal, crude oil and natural gas). These supply curves
explain the relationships between the cumulative production
and the marginal cost of production. The prices of primary
resources are given by the marginal cost from these curves
plus an economic rent term (Hotelling E11) that represents
resource scarcity.

Did-use demand ourves are also estimated as inputs
to the model. Unlike the PIES model, demand curves here are
based on specific functional end-use (rather than on a
specific energy product), and in general cross-price elasti-
city terms disappear.

The unique market equilibrating algorithm employed in
this model allows the decentralized decision making of
each component of the network, which is a very useful feature
in a large scale modeling of the system. This decentralized
nature allows each component to form a separate model which
itself might be a LP representation, a set of mathematical
relations or a simple equation. In this sense, we can view
the SRI/Gulf/DPI model as collection of submodels linked via
network flows from 'sources' to 'destinations'.

The basic idea of the network iteration algorithm is
to start with initial rough estimates of prices and quanti-
ties for all the periods and for all energy products produced
or transported by the processes and then successively adjust
these prices and quantities until all of the relations embedded
in the process models are satisfied. The resulting set of
prices and quantities is usually called the equilibrium
solution since it is the solution that balances or satisfies
all of the relations embedded in the processes. The equili-
brium solution, however, will reflect whatever market imper-
fections and human behavior built into the processes includ-
ing shortages introduced by price controls and other restric-
tion. This algorithm takes advantage of the inherent network
structure of the model in iterating up (end-use demands and
down (resource productions) the network (see Figure 2 ) com-
puting tentative prices on the upward iteration and quantities
on the downward iteration. The upward pass on a given iters-

tion begins with estimates of primary resource prices and
computes product prices and end-use energy costs based on
a subset of the relations in each process. On the downward
iteration quantities are computed using the remaining rela-
tions in each process. In iterating up and down the network,
the prices or quantities of each process output or input
are computed for all time periods before moving to the next
output or input. This one way nature of the algorithm is

what allows for the decentralized behavior of each component

of the system.
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This model has received attention among users, and has
been used for analysis of a wide range of corporate and
government energy decision problems ris,I'I. However, this
model is in no way a small-sized one. It has about 100,000
equations and unknowns Ci , and the amount of input data
is also of a considerable size. It is highly probable in
practical applications to make a silly mistake in data
preparation making output resultf incomprehensible. To
make one way pass up and down the network, it was necessary
to introduce some heuristic modifications which cannot be
well supported by relevant economic theories.

5.4. Energy Technology Assessment (ETA) Model

Another model of interest is ETA model developed by
Alan Manne rz] of Stanford University. This model's main
application was in the nuclear issuem - in particular,
nuclear moratorium. Unlike the highly disaggregated speci-
fication of end-use demands in the previous model, ETA model
has only two energy forms to be finally consumed: electricity
and non-electric energy. The supply side of ETA is handled
through a conventional linear programming process analysis.
Electric energy can be produced by coal-fired power plants,
light water reactors, fast breeder reactors and an 'advanced'
electric technology (e.g., solar, fusion or an advanced
breeder). Non-electric energy (liquids or gases) may be
supplied by oil, natural gas, coal- or shale-based synthetic
fuels, or hydrogen via electrolysis.

An intertemporal market equilibrium for the energy sector
is approximated through a nonlinear optimization algorithm.
The objective function here is the sum of consumers' surplus
and producers' surplus. The maximization of this surplus
over the feasible region leads into the market equilibrium
(see Samuelson Ceol) under the implicit assumption that the
cross-price elasticities satisfy the integrability condition
(see Ahn [151). This was not the case with PIES where the
cross-price elasticities were not assumed to be integrable
and the optimization techniques cannot be applied.

ETA has been employed primarily in the nuclear power
debates. It was one of several models used by the Modeling
Resource Group of the Committee on Nuclear and Alternative
Energy Systems (CONAES) to estimate the economic value of
new energy technologies. ETA was also employed by the Nuclear
Energy Policy Study Group (NEPS) to assess the economic costs
of foregoing plutonium reprocessing CZ1J . The NEPS study
has been frequently cited as the analytical basis for the
Carter Administration's opposition to plutonium-fueled

4reactors.

This model is relatively well accepted due to its sim-
plicity and reasonable data requirements. But, this could
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Energy policy models of this category, in particular,
tbse developed in the United States, have been well documented
in the first study E43 of the Energy Modeling Forum of Stanford
University. Forthe purpose of completeness, a brief discussion
of each model will be included here.

6.1. Hudson-Jorgenson Model - Generalized I-0 Approach r5.

The production sector of this model utilizes a nine
sector input-output accounting framework with five energy
sectors and four nonenergy sectors. Capital and labor are
treated as homogeneous quantities along with energy and mater-
ials in a production function for each sector. The aggre-
gate energy and material inputs for each sector are further
seggregated into separate production functions for the five
energy inputs and the four material inputs respectively.
Hence, there is a hierarchical structure of 27 production
functions which combine to provide implicitly the nine
production functions in terms of the nine products.

Interfuel substitution across the five macroenergy
sectors and factor substitution across labor, capital, material, 4
and energy are modeled explicitly using econometric relation- 4
ships. Intrafactor perfect substitutability among types ofcapital and among types of labor is implicit in the assumption
of homogeneous capital and labor.

Interactions of variables are myopic. Thus, prices and
quantities determined in the production process depend only
on the current period. The link over time, beyond exogenous
trends, is found in the transfer of aggregate capital services.
To the extent that capital services adjust gradually over
time, the reponse of the production sector is gradual. However,
the reponse of the production sector to price changes is
instantaneous.

The nine sector accounting of the production sector is
repeated in the final demand categories, which axe further
separated into consumption,investment, government expenditures,
exports, and imports, However, in computing the tradeoffs
between consumption and investment, or labor and leisure,
the nine sectors are aggregated to one, with rules to insure
consistency of values and prices. The disaggregation of
quantities is through fixed shares for iiveatment, govern-
ment, imports, and exports. A series of behavioral relationswith nonzero price elasticities is used for the disaggregation
of consumption into the nine sectors.

Substitution using econometric relationships occurs atthe aggregate level between consumption and investment, and
between labor and leisure. Given the aggregate values, there
is no substitution across the nine sectors for investment
goods, government expenditures, exports, or imports. For
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consumption, however, some substitution across energy and
materials is included via eonom*etrically estimated constant
elasticity price effect. Alec, an econometric representation
of interfu&I substitution is included in the model.

The behavioral relations governing the tradeoffs between
aggregate consumption and investment are baaed on a formula-
tion implying optimization over time. Through simplifying
assumptions, this is implemented as a series of myopic calcu-
lations. Thus, the determination of consumption also is
myopic and depends only on the corresponding prices and
quantities in the current period. I

The producers and consumers interact in markets where
prices and quantities are in equilibrium. Producers demand
capital services and labor which are obtained from consumers.
Conversely, consumers demand consumption goods and leisure.
Hence, capital formation and labor participation are determined
endogenously. In each market, equilibrium is determined through
the behavioral equations when the supply-demand prices and
quantities for all transactions are equal.

The balance is determined sequentially in each period
with the available homogeneous capital services operating
an the dynamic link. Hence, separately for each period, the
model determines a general market equilibrium in all markets.

6.2. Wharton Annual Energy Model CtSI

The Wharton model is a highly disaggregated system
evolving from the large Wharton KFA annual and interindustry
system.

The model incorporates 59 industrial output sectors of
which eight are energy producing sectors and the remainder
produce various nonenergy goods and services, Separate
production functions are estimated for each sector using a
two level hierarchy in which, for each sector, Cobb-Douglas
production function is used to determine value added from
inputs of labor and capital services, and a constant elasti-
city of substitution, multivariable production function to
determine aggregate level of intermediate inputs as a function
of the vector of intermediate inputs, and a final production
function assuming perfect compleomentarity between value added
and aggregate intermediate inputs to determine the sectoral
output.

Interfuel substitution across energy sectors, factor
substitution across labor and capital, and substitution
across intermediate inputs is modeled through econometric
relationships using the mathematical structure outlined
above. Intrafactor perfect substitutability is implicit in
the assumption of homogeneous capital and labor. No direct
substitution between material and factor inputs is included.
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By changing the mix of sector outputs, however, indirect
substitution between materials and other factors is included.

The variable input-out coefficients are determined in
the long run by the prices of all factor inputs. However,
the adjustment to the long run values is not instantaneous.
As implemented, in any period the coefficients depend on
current and previous period prices and the rate of adaptation
is determined by a separate lag parameter.

Final demand is decomposed into consumption (14 cate-
gories), investment (32 categories), inventories, trade (14
categories) and government (6 categories). Behavioral
equations for each of these categories are included in the
macroeconomic model. Each category then is disaggregated
in turn into the 59 sectors of the interindustry classifica-
tion through the application of fixed shares.

Substitution using econometric relationships occurs
in all final demand categories at an appropriate level of
aggregation noted above. These substitutions are a major
source of potential variability in total energy use across
major categories by final demand. Due to the extensive
detail, the effect of substitution assumptions implicit in
the level of aggregation is minimal.

The consumption equations operate on lagged prices
and quantities which replicate a gradual adjustment ot long
run equilibrium. There is a separate parameter controlling
the speed of aduatment for each final demand category weighted
by the price and quantity differences in the previous period.
No direct consideration of future prices is included.

Long run equilibrium at full employment is a target for 4

the model subject to the constraints implied by the dynamics
of the short and long run adjustments. There is full short
run equilibrium in the product markets in terms of prices and
quantities. However, there is some uncertainty as to what A
extent the interindustry demands for capital and labor inputs
ar balanced with the prices and supply determined in the
macroeconomic model of consumption-nvestment or employment-
unemployment,

The model does not consider future prices as relevant
to the decisions in any period. Therefore, the colution
implementation is sequential, computing a short run equili-
brium in each period. Due to the consideration of past
prices and quantities, neither full employment nor long run
equilibrium is achieved in any period. Rather, these serve
as targets which the model approaches gradually.

6.3. DRI-Brookhaven Model CZ43

The implementation of this linked astem is achieved
through information tranfers for three target years of 1985,
1990, and 2000 between the Hudson-Jorgenson (DRI) model,

-127-.



and the combined Input-Outpt-WSOM model of the kookh av
National Laboratory. The Hudson-Jorgensm model described
earlier is used as an intertemporal integrating device with
the statio I/O-ESOM model providing energy technology detail
for the three target years. The information of aggregate energy
demands 'for three target years at five sector detail is trans-
mitted from the zudson-Jorgenson model to the I/0-HSOM model.
TV detuiled I/O-BESOK model in turn determines the relative
prices, the fuel mix, and the capital requirements for energy
taking irto account the availability of new energy technologies
and interfuel substitution is achieved through an eight order
disaggregation of the end use categories (such as space heat,
process heat, petrochemical feedstocks, motive power, etc.).While the I/O-BESOM model's computer implementation for these

target years is independent, separmte numerical checks are
mae to assure intertemporal consistency of energy conversion
and end use capacities.

Since the Hudeon-Jorgenson subsystem possesses the charac-
teristics of their model described earlier in this paper,
they will not be repeated here. We briefly note, however,
that the industrial sectors are disaggregated into nine
sectors with five sectors for ener&- production. The labor
and capital are treated as homogeneous quantities and the
main dynamic link is provided through capital services. The
market equilibrium is myopically determined for each period
through behavioral equations for production and consumption.

6.4. ETA-MACRO Modl EZSJ

ETA-MACRO (Figure 3 ) is an expanded version of Alan
Manne's Energy Technology Assessment (ETA) model. It adds
a very simple representation of the interaction between the
energy system and the rest of the economy to ETA's process
representation of the energy supply system.

Oil and gas, aggregated togetherp coal and uranwu are
explicitly represented in the model. Other fuels, hydro,
geothermal, etc. are specified exogenously. Oil refining
is not considered in the model; electric conversion is given
an explicit process representation, and coal synthetics
are represented in terms of their market price. Coal and
nuclear fuels are the two possible choices for baseload
electricity generation; the load structure of electricity
demands is not considered. The model is dynamic and assumes
perfect foresight on the part of energy producers. A thirty
year plant life is assumed.

The economy is assumed to produce a single aggregate
form of output from capital, labor and energy inputs.
A macroeconomic growth model provides for substitution
between capital, labor and energy inputs. The energy inputs
are disaggreogated into electricity (measured at the busbar)

-2,28
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and nonelectric energy (measured at the refinery gate). A
Cobb-Douglas produotion function provides for substitution
between the two enery fozts. The demand side of the moelA
is dynamic and assumes perfect foresight on the part of
energy demander. For example, savings and investment decisions
are modeled so that consumers will receive equal benefits from
an additional dollar's worth of current consumption and a
dollar's worth of investment. Society's capital stock is
assumed to be retired at a constant rate.

As was the case with ETA model, this model is welcomed
for its structural simplicity and reaonable data requirements.
This model's results, however, cannot be used in a detailed
inventmen- planning processes due to the lack of relevant
detailed description of the technologies. This has been
successfully used in evaluating the policy questions whioh
have long-range implications upon the economy such as nuclear
moratorium.

Methodologically, this model serves as a good example
of model linking exercises (here the macroeconomic growth
model and the process analysis energy sector model) which
is one of current research trends in the energy modeling
community.

7. Linking Energy Models

We have examined briefly scopes, applications, methodo-
logy and major characteristics of various energy models
used for anulysis of various energy policies. This review
is not exhau:t~ve, but rather is intended to illustrate
the structure of recent and current efforts among energy
modeling community. This review does not serve as a catalog
of representative models. Rather, the discussion was focused
on important issues and properties of energy models, around
which appropriate models are identified as examples satisfying
relevant properties under discussion.

Modeling efforts in energy areas have been classified

mainly in terms of the market sizes associated with policy
questions: single fuel market models, energy system models
and energy-economy integrated models. Typically, those for
a single fuel can be modeled at a considerably detailed level
including the technical and engineering details of supply
technologies and consumption technologies. Thus, the output
results from these models may be used directly as i-mplementable
guidelines and references.

On the other hand, models which consider the energy
sector as a whole and the rest of the economy within a single I
framework cannot model the details of a particular technology
due to the size limitation (in terms of available computation
capability or data requirements). Outputs from these modkIs

typically serve ae a general guideline or long-term suggestions 
I



which might not be used in practical situations without
supplemental studies.

One of current research interests in energy system
modeling is the modular approach. Trhis approach tries to
combine separate models for integrated analysis. This penults
the use of a variety of expertise, efficient manipulation of

data, gradual replaoment of old components by new models,
and simplified through the isolation of the relevant components
for particular planning decisione. The practice has proceeded,
however, without analysis of the requirements for model inte -
face. Common teohniques, independgntly developed, have been
isolated and sv-jootod to a oomparative analysis. A general
framework has been developed for defining a combined modeling
system in terms of a hiorachy or gone .lized network of models.
The requirements for the description of a competitive equili-

briua have been derived and the extensions to the analysis
of other systems have been indicated. These results are very
beneral and can be applied to the analysis of the disaggregated
systems of an individual utility, e.g., the analysis of differ-
ent customer classes, or the aggregated modele of national
energy supply and demand.

Hogan (26) has pointed out the following areas for
research extension in model linking efforts:

1 the development of improved process modelo,
design of improved approximation techniques (model
interface mechanisms),
the analysis of the theory of descriptive models,
the estal-lishment of criteria for optimal model
disaggregation,

(5) the development of improved software, and
(6) the investigation of several facets of the computa-

tional problems inherent in the use of modular
systems,

Approximation methods are popular for constructing model
interfaces, whether through the use of pseudo data, extreme
point representations, outer linearization, or the construction
of simple models to represent a more complicated model. For
example, in the PIRS model, the demand side subnodel is appro-
ximated as a constant elasticity demand curves in order to
be linked to the supply sector model at each iteration of the
computation. Griffin C27) has suggested to use a detailed
model to generate a set of data (called pseudo data) which
is to be fitted by some simple statistical model. The error

properties of oolinear experiments that occupy so much atten-
tion in econometric estimation can be overcome in the
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experimental design for generating pieudo datap
The movement to combined energy models hat progressed

simultaneously with the recognition that decoupled iterative

procedures can work as well as a more structured optimization
or equation solving approaches. The experience of the PIES
model and the SRI/Gulf/DFI system are particularly relevant
here. There have been substantial theoretical advances in
this area recently, including the theoretical studies of
Ahn 033 and Thrasher r2w in characterizing the convergence
properties of the PIES algorithm. This work has demonstrated
a close link between the price-quantity iterative procedures
and approximate Jacobi methods for the ,olution os systems
of equations. The generalization of these ideas to a network
of models and a price quantity iteration indicates that
it is possible to incorporate approximation and relaxation
procedures for the acceleration of convergence, using a very
simple process of decentralized iteration, balancing locally
approximate supply ar.d demand curves.

The author is experimenting one of decoupled iterative
approach in solving an integrated energy/economy model to
examine the effects of the availability of crude oil and
the increasing prices of energy products upon the economic
growth of a nation. The economy of the nation is described
by one of popular optimal economic growth models employing
a national production function whose independent variables
include capital, labor and energy (e.g., electricity and
non-electric energy). The energy sector is represented by
a dynamic process analysis model which tries to minimize the
discounted sum of capital and operating costs to meet speci-
fied demands of final energy products. By linking these two
models, it becomes possible to analyze the effects of energy
sector behavior upon the rest of the economy.

The model formulation itself is not new at all. For
example, the Manne' s ETA-MACRO EzS] has formulated a model
in which the energy soctor is described in terms of process
analysis approach, and the rest of the economy is represented
by an economic growth model. This model, however, tries to
solve for solutions within a single framework employing an
optimization method rather than a decoupled iterative approach.

It is highly desired that more research efforts are
given to the establishments of theoretical framework and
computational methods in combining energy models. This will
one of research efforts which will occupy energy system
modelers' minds for some time to come.
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THE CAPACITATED P-MEDIAN MODEL FOR THE LOCATION OF
FACILITIES IN THE PUBLIC SECTOR.

Prof. DL.. KAUFMAN, Vrije Universiteit Brussel,
Pleinlaan 2, B-I050 Brussels, Belgium.

Prof. Dr. F. BROECKX, Universiteit Antwerpen (RUCA)
Middelheimlaan I, B-2020 Antwerp, Belgium.

AMSTRACT. The problem of locating p facilities in the pu-
blic sector, with as objective the minimization of the to-
tal distance travelled by the users has been extensively
studied and many algorithms have been published.

in this paper we focus on an extension of this problem
in which the sizes of eventual facilities are limited by
capacity constraints. It is clear that such constraints
make the model more realistic and applicable to real public
sector location problems, especially when the model is used
for the extension of an existing network of facilities.

The problem is formulated as a mixed integer program
which can also be used for comparing alternative solutions
proposed by planners. In the paper several applications
are presented such as hospital implantation, location of
schools, fire stations, etc.

In order to find good or optimal solutions an exact and
an heuristic algorithm will be presented. The exact algo-
rithm is based upon the Benders decomposition technique.

The paper concludes with a discussion of a computer pro-
gram and computational experience.
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1. INTRODUCTION

In a previous paper [1) we proposed an exact algorithm
for the p-median problem based upon the Benders' decompo-
sition approach [21. In this problem a given number p of
facilities must be located among a given set of m candida-
te sites situated on a graph or a network. There are im-
portant differences between the treatments of location
problems in the public and private sectors. These have
been extensively discussed by REVELLE, MARKS and LIEBMAN
[31.
In the private sector where the location problems con-

cern plants, warehouses, bank outlets, etc. in a network
of more or less concentrated users, one usually has well
defined objectives usually expressed in monetary terms
(maximizing profits or minimizing costs).

In the public sector the problems are for example te
implantation of hospitals or firestations in a city, am-
bulance dispatch centers in a region, schools, post-off i-
fci or other public facilities. The criteria used here
are related to surrogate measures of social welfare. The
utility functions are mostly expressed in terms of physi-
cal distances to be covered, or time spent by the users or
so-called response times, covering both distance and time.
Minimizing the total distance covered by the users leads
to the p-median problem. Minimizing the maximal distance
to be covered, results in the p-center problem.

The basic theoretical and practical ideas on the loca-
tion of centers and medians were introduced by AKIMI 4)'.
Since then several methods and algorithms, both exact and
approached have been proposed for both problems; see for
example the papers by GARFINKEL, NEEBE and RAO 51BAKER 61
uRVINEN RAJALA and SINERVO [71.

An important situation in which models of this type can
be used, occurs when an extension of an allready existing
system of facilities is being considered. In this case
and also very often with new facilities it is necessary
to consider capacity limitations of the facilities.

A similar development can be seen in private sector mo-
dels. After the first model for the simple plant location
problem, proposed by BALINSKI [81 further developments
have led to more sophisticated models in which capacities
were considered. Important results were obtained by SA
191, DAVIS and RAY n1, and GEOFFRION and GRAVES [1i.

In this paper we consider the following generalization
of the p-median problem: "Given a set of locations where

prblmprpoedbyBAINKI[8-12t37--elpmnt



a facility can be located and a set of population centers
to be served by the facilities, given capacities on even-
tual facilities and the number of users in each population
center, given the number p of facilities to be locatei; de-
termine the locations and sizes of the facilities to be
built, in order to minimize the total distance travelled by
the users".

A similar type of constraint as the capacity constraint
could be considered for expressing cost limitations for
facilities in a given region. Another possible generali-

zation concerns the number p of facilities. Parametrizing
this number can be usefull for political decision making.

In the next section we consider a mixed-integer program-
ming model for solving this problem.

2. MATHEMATICAL MODEL

The problem described in the previous section can be

formulated as a mixed integer programming problem. This
requires the following notations:

- the number of sites in which a facility can be built is
called m; a subscript i (i-I,2,...,m) will denote such
a site.

- the number of users, or population centers, is called n;
a subscript j (j-I,2,...,n) will denote a population cen-
ter.

- pj is defined as the number of users in a population cen-

ter j.
- a.. is the average distance between a site i and a popula-

1J

tion center j.
- d.-aijp. is the total distance travelled by the users of

population center j if they all use a facility located in
i.

- c. is the capacity of a facility at site i.
1

- p is the number of facilities to be located.
The problem also requires the following variables:
- t.. is the fraction of users from population center j

going to facility i; it is clear that the distance travel-
led by the users is given by a..p.t..-d. .t...

- Yi is a 0-1 variable which describes the selection of site

i for establishing a facility: if a facility is establis-
hed at site i, yi is equal to one, and it is equal to zero

if no facility is located in i.

--1238--
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The objective of the problem is to minimize the total
distance travelled by the users. As the distance travelled
by the users from center j going to facility i is equal to
d.. t.. the total distance travelled by the users from cen-

IJ13

ter j is:
mZd. .t. . (I)

i=1

The total distance travelled by all users is then equal to:m n

d..t..(2)

i-! j= 13
and the objective will be to minimize

M n

d. .t. . (3)
i=1 j=1 j 13

The variables t j and yi must satisfy a set of constraints

which will now be discussed:
- At first it must be expressed that each of the p. users

from population center j must be assigned to a facility.
As t.. is the fraction of these users assigned to faci-

lity i the following constraint must hold:
m

t.i = I j=l,2,...,n (4)

- An important new constraint results from the introductior
of capacity limitation on the facilities:

n
E p t.,<cy, i-1,2,.,.,m (5)

j 3 1 "3 1 1 '

These constraints have a double function: if there is a
facility at site i and therefore yi is equal to one the
constraint becomes:

n
E. pjt.< . (6)

It expresses that the total number of users of facility i
(per time period) does not exceed c., the capacity of fa-
cility i . If no facility is located at site i the con-

straint becomes:

E p.t..<O (7)
j.]

which can only be satisfied if for that specific i all t..
13
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are zero, which simply means that if there is no facility4' at site i no one can use such a facility.
- The fact that exactly p facilities are to be located is
expressed as:

m
Z yi=p (8)i=l

- Finally by the nature of the variables considered the
following constraints are obvious-,

yie{ 0, 1 , i-1 ,2 .. , (9)

The model represented by the objective (3) and constraints
(4), (5), (8), (9) and (10) can then be written as:

m n
minimize E E d. .t. (11)

i-I j~ 13 =1

subject to
mE t . 1 , j ,. .n(12) "o

iml 13

n
F p.tij~i, i1,...,m (13)

j=1 i ' '•

m
. Yi'P (14)

i-I

yiE{0,1 }, i-l,...,m (15)

tij O , i-1,...,m; j=,...,n (16)

This problem will be referred to as the capacitated p-me-
dian problem (C P M P).

It is a generalization of the p-median problem on a
graph which was stated by IIAKIMI [41 as follows:
"Given a graph with values associated to both the edges
and the nodes, select p nodes on the graph for which the
sum of the products of the distances of each of the nodes
to the nearest of the p nodes by the value associated with
that node is minimum".
Another remark which can be made concerns the variables

t... Taking the t.. to be zero or one would impose that
133

the users from one population center all go to the same
facility, which does not seem all to realistic.

Finally it can be observed that more general economic
functions than the total distance travelled can be conside-
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red. Also replacing the a.. by any costs proportional to
1]

the number of users makes it possible to consider any li-
near cost structure. Using piecewize linearization makes
it possible to consider general convex cost functions.

It is clear that the problem grows very ouickly, because
for locating p facilities among m candidate sites, with n
population centers the number of variables (yi,ti.) is

m(n+1) and there are m+n+l constraints.

3. AN EXACT ALGORITHM USING BENDERS DECOMPOSITION

The model described by equations(11)-(16) is of the mix-
ed integer type. It can be observed that when the y varia-
bles have been fixed the constraints can be transformed in-
to transportation problem type constraints. Indeed consi-
der

xij=pjtij (17)

or tijxij/pj (18)

ij 13 J
the first constraints (12) give:

m m
Z t..=iZ Xij/pj=I; j=l,....,n (19)

i=l3 13

m
or Z x..=p. , i=l,...,n (20)

i= l 13 J ":

and the second constraints (13) become:
n
Z .<c y.; i ,(21)

j=1 j i

As the coefficients d.. are equal to a.jpj the model can

now be written as
m n

minimize Z F a..x.. (22)
i=1 j=1 IJ 13

subject to
E ii=-p j= ...,n (23)

i=1 1
n
F x.<ciY i , i=1,...,m (24)

13 1 1j=l
m
r yip (25)

y4 1
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YiE:(, 1 . Im(26)

When the yi variables are fixed at 0 or I and the p.
play the part of demnds and the c. that of supplies one

obtains a classical trarsportation problem.
To solve this problem by taking advantage of the special

structure of constraints (23) and (24) two approaches seem
indicated. The first consists in applying an implicit enu-
meration procedure by considering all possible values cf
the y-variables. The second approach which will be descri-

bed here in detail consists in applying the Benders decc'm-
position algorithm to the mixed integer problem (22)-(27).

The algorithm consists in the following steps:

Step 1: initialization.
- Find a first feasible solution for the y variables and

call it y H(yI, yH,..yHm), with 11=1

The first solution vector can either be obtained using
an heuristic such as the one described in the next sec-
tion or simply taking p facilities with sufficient capa-
city to be able to satisfy the demand from all population
centers.

- Set z p t =C. z op t will denote the value of the best solu-
tion found so far. This value is an upper bound on the
value of the optimal solution.

- Set z=O: z is a lower bound on the value of the optimal
solution.

- Fix a tolerance parameter T. It is considered sufficient
to find a solution within r of the optimal one.

- Go to step 3.

Step 2: 0-1 master problem.
- In the 0-! master problem constraints containing 0-I va-

riables only, in our problem only constraint (25), are
considered together with all constraints generated by
step 3. These last constraints are called Benders' cuts.
This problem can be written as:

maximize yO (28)

subject to
n inh h
Y(u'U.P !vhyl, h= IV..,H (29)

jI i~m

Z yip (30)

j -1242-



I 1
y.E{o,,1 , i-,,...,m (31)

H H
where the values u. and v. of the last Benders cut (for

h-H) are given by the optimal dual variables found the
previous time step 3 is carried out.

- It was shown by BENDERS [21 that the value of the opti-
mal solution of this problem is a lower bound on the va-
lue of the optimal solution of the original mixed inte-
ger problem. This value will be called z.

- Increase H by I and call the optimal solution of problem
(28)-(31):

H HH H=tYlY2,"',Y m ) {

To solve problem (28)-(31) many general purpose algo-
rithms can be used. At present a specific implicit enu-
meration algorithm is being developed by VAN OUDHEUSDEN
and PLASTRIA 1121.

- Then go to step 3.
Ste 3: continuous problem.

Solve the transportation problem obtaned by fixing the
Yi variables to the feasible values yi found in step I

or 2. This problem is given by
m n

minimize E Z a..x.. (32)
i-1 j-1 1 IJ

subject to
m
i xi .-p. , jf1,...,n (33)

n H
E x..,<ci7i i ; .. , (34)

J 1.Sx >' 0, i ,...,m , j=l,...,n (35)

ii
The value of the objective function (32) in its optimal
solution, z, is an upper bound of the value of the opti-
mal solution of the original problem.

- If ;<zOpt (36)

replace zOpt by z.
In this case a better solution has been found.

-If zOpt<z+T (37)

an optimal solution has been found within a tolerance of
T, and the algorithm is terminated.

- Otherwise the optimal dual variables of problem (32)-(35)
must be computed. This dual problem can be written as:
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subject to
u-v .Zd. , (39)
J iU

v.iO , i-I,... ,m (40)

Call the optimal dual variables of iteration Ilut and vl.
- Go to -;tep 2.

It can be observed that most at gor i thms for the trans-
portation problem provide itimued lately optimal dual varia-
bles.

4. AN HEURISTIC ALOlH'IM

It is expected Llt the exact algorithm will only be
able to provide opt imal solutions for small to medium si-
zed problems and therefore it is necessary to use an heur-
i .t ic for large problems. Such an heuristic is also use-
ful or providing a g.1od i nit:ia l solution when using the
exact algorithm. in this section such an heuristic will
be described.

The ( rst solution vector Y is obtained by considering
all aciIities open. For this solution " u-I for alI i

Subsequently tit each i terat.ion one faci litv is closed un-
till exactly p facilities reCmain open. The selection of
a1 facility to be closed is done among a subset of facil i-
ties satisfying the following constraint: among tie remai-
ning open facilities the p facilities with the largest ca-
pacities must be large enough to satisfy the demand from
all population centers.

To meet this requirement tile total demand must first be
calculated by:

n

),  (: d.1)

A facility i I then be conaidered for closut'e if there
ex;sts a subset K of p facilities which remain open such
that )t c. I ) 

(42)iCK '

At each iteraLion aI facility i is then closed for which
tle total cost shows the smallest increase. 'the calcula-
Lion of the increase requires the following definitions:

d . min d. (43)
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and d min d.. (44)
i I y =-I and k~m

d m and d are the smallest and second smallest distances

of population oenter j to an open facility.
The total cost for the present iteration is given by

h n
z E d .(45)

j.l m3

If a facility i is being considered for closure the in-
crease in cost r.(i), for a customer j, is then computed by

I. If d..>d . then (46)i.. mJ3

r. (i)0

2. If d..-d . then (47)
13 mJ
r. (i)-d -d
. kj mj

Indeed if facilityi would have served customer j, this cus-
tomer will now use k, the second closest facility.

The total increase in costs is given by
n

R(i)- E r.(i) (48)

At each iteration the facility i will be closed for which
R(i) is minimum. Iterations will continue until p facili-
ties remain open.

After the final iteration sn algorithm for the transpor-
tation problem will be used to find the local optimal solu-
tion and its value. The implementation of this algorithm
will be discussed in the next section.
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5. COMPUTATIONAL 1:XFERIENCE

Both the exact and heuristic algorithms for solving the
CPMP are being programmed in FORTRAN for a CDC 6500 computer

For the master problem in the Benders decomposition ap-
proach the use of a general purpose 0-1 algorithm has pro-
ven quite disappointing. The resolution of a large number
of 0-1 programmes of increasing sizes (at each iteration
the number of constraints 'is increased by one) takes a pro-
hibitively large computation time even for small problems.
Therefore the general 0-1 algorithm is being replaced by a
specialized algorithm due to VAN OUDHEUSDEN and PLASTRIA
[12] and which is based upon the analogy between the mas-
ter problem and a specific problem of game theory. Results
of this attempt are forthcoming.

The heuristic algorithm has been programmed in FORTRAN
and two sets of experiments have been carried out.

In the first set a region is considered in which 5 fa-
cilities are to be located among a number of possible sites
which varies between 20 and 50 with steps of 10. The set
of customers is taken as identical with the set of possible
sites. This set is randomly generated on a plane. The
coefficients in the model are also randomly generated from
a rectangular distribution with the following characteris-
tics:

p.: between 5 and 15
c.: between 100 and 300

The times necessary for solving the problems as well. as the
total distances travelled are given in table 1.

Problem NO.of possible Computation time Total distance
NO. sites in sec. CPU travelled

1 20 5.09 4785
2 30 19.85 7339
3 40 30.02 12952
4 50 82.04 _ 1265

- Table I -
It is clear that a complete analysis of the heuristic

should include a comparison of its solution with the opti-
mal one. This together with improvements in the heuristic
is being carried out at present.

In the second set of experiments several problems with
the same coefficients are solved with the number of facili-
ties to be selected varying between 2 and 10. The coeffi-
cients are generated in the same way as for the first set.
The computation times and costs are given in table 2. Such
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a table is usefull for the decision makers for a study of
the trade-off between the costs for establishing a new faci-
lity and the total distance travelled by the users.

Problem NO. of facilities computation time Total distance
NO. to be located in sec. CPU travelled

1 2 0.76 6240
2 3 2.31 6015
3 4 4.33 4836
4 5 5.03 4807

5 6 8.02 4535
6 7 12.12 4334
7 8 14.68 4051
8 9 23.04 3533
9 10 49.31 3158

-Table 2-
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OPERATIONS RESEARCH APPLICATIONS TO TOURISM*

W. W. SWART TURCUT VAR CHARLES E. GEARING

ABSRrCr. This paper categorizes the application of

Operations Research to Tourism as falling into the areas of
tourist forecasting, the determination of tourist flows, the
measurement and evaluation of the impact of tourism oriented
facilities and activities, and the modelling of decision
planning and policy problems. Each area is then further
subdivided - i.e. tourism forecasting into time series
analysis, causal, and qualitative approaches; the evalu-
ation of impact into classical economic approaches, derived
value approaches, surrogate approaches, and a longitudinal
approach; and decision models into prescriptive and
descriptive approaches. Within each subdivision, the
pertinent findings obtained by a review of the literature
for Operations Research oriented studies applied to that
subdivision are reported. it is concluded that a greater
awareness of each others area by researchers in both fields
will have the potential of providing synergistic results
in future work.

* '

Forthcoming, Annals of Tourism Research, Winter 1971).
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INTRODUCTION

Operations Research (OR) is a term which stands for an
approach to problem solving characterized by a systems
orientation, an interdisciplinary philosophy, a focus on the
quantification of the relevant aspects of the situation into
a model, and the manipulation of this model through the use
of mathematical, statistical and computer methodologies In
order to develop decisions, plans, and policies.

The term was coined during the early days of WWII when
teams of scientists of different disciplines were asked to
pool their various areas of expertise into efforts to assist
the military in arriving at solutions to various operational
problems. These problems ranged from determining the best
location of a limited number of radar units to give early
warning of air raids to determining search strategies for
submarine detection.

Since then, OR has become a standard activity within
most organizations and is taught as a part of all business
and many engineering curricula under such varied names as
management science, quantitative analysis, systems analysis,
and others. The literature in these areas exhibits many
applications of Operations Research attesting to its
increasing importance which can be attributed to the wide-
spread availability and use of computers in today's world.

Within the field of tourism, the term OR appears to be
first used in the literature by Cesario (11). However,
then as today, many tourism researchers and planners use
concepts and methodologies which, in the business world,
are often associated with the practice of Operations
Research. These concepts and methodologies most often deal
with problems in the areas of: tourist forecasting; the
determination of tourist flows; the measurement and evalu-
ation of the impact of tourism oriented facilities and
activities; and the modelling of decision, planning, and
policy problems.
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In the subsequent sections of this paper the use of

Operations Research in each of the problem areas listed
above will be surveyed. In all cases, the determination
of whether the papers included in the survey can be
considered as Operations Research has been made subjectively
based on the consensus and experience of the authors of this

article.

TOURIST FORECASTING MODELS

In this section, approaches to determining the number
of tourist arrivals to a touristic region are considered.
The problem of predicting the flows of tourist between one
touristic attraction and another within the same geographical
region is not included in this section since the methodology
appropriate for this analysis can be different and will be
presented in the next section.

From an Operations Research viewpoint, forecasting
models are often classified as being causal, time series,
or qualitative in nature. Causal models are those which
explicitly attempt to quantify the relationship between a
set of causal, or independent variables, and the variable
of interest. All regression and econometric models fall into
this category. Time series models are not concerned with
explaining the reason why the forecast is what it is (as
causal models attempt). Instead, all causal factors are
considered in the aggregate by the assumption that the net
result of these variables is what has caused whatever trends,
seasonalities, and cyclical behavior may exist in the data,
and that an extrapolation of the trend, seasonal, and
cyclical behavior will yield an appropriate forecast.

In concrast with the above two approaches which require
the existence of past data, qualitative forecasting models
are designed to elicit and capture the consensus of experts
in the field of interest with regard to what the future will
bring. This approach is particularly useful when forecasts
are to be made for a distant point in the future, or for
situations which are unique and novel.

In the next sections, applications of each of the
model categories will be briefly discussed.
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Time Series Analysis

An excellent discussion of the nature, impact, and
importance of seasonality in tourism has been provided by
BarOn (4,5). In these two publications, BarOn describes
the use of the time series analysis program "X-11", developed
by Shiskin at the U.S. Bureau of the Census, to quantify the
trend, seasonal, cyclical components of several time series
associated with the tourism industry in Israel.
Specifically, the following time series are analyzed in
Baron (4):

a) Tourists arriving and departing by air

b) Tourists arriving T

c) Foreign currency-income from tourism in Israel

d) Residents departing

e) Bed nights in tourist recommended hotels broken
down into visitors from abroad, Israelis, and
totals.

In BarOn, (5), these series were compared to those
of several other countries. Furthermore, several examples
are given regarding how the results can be used as input
to and guidelines for planning studies.

In another application of time series forecasting
merhods, Geurts and Ibrahim (24) apply two well-known
approaches, namely the Box-Jenkins technique and Brown's
exponential smoothing model, to tourist arrival data for
Hawaii. The main purpose of this article is to compare
the two approaches, and the results indicate that for the
Hawaii tourist arrival data, the Brown exponential smoothing
approach is preferable to the Box-Jenkins technique,
becausG of its lower cost, although the accuracy is not
particularly superior.

The Canadian Government Office of Tourism, in a report
prepared byLiepa ond Chau, (27) has also published the
results obtained when the Box-Jenkins technique was applied
to eight time series of importance to the tourism industry.
Four of these series were travel accounts and consisted of
quarterly data running from the first quarter of 1959 to
the first quarter of 1976. The conclusions to the report
are rather tentative, but indicate that the Box-Jenkins
technique may have great potential for a variety of
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forecasting applications.

Casual Models

The Battelle Research Centre in Geneva, Switzerland (2)
has developed one of the more complete causal forecasting
models for international tourist flow reported in the liter-
ature. fhe model is stepped since it begins by hypothesizing
a simple relationship between the number of tourists annually
generated to one country by another country and the latter's
population; then a number of other independent variables
such as per capita income, language similarity, attractive-
ness, etc., can be progressively introduced in order to
obtain the most satisfactory outcome.

Crampon and Tan (18), propose a model which is concept-
ionally similar to the Battelle model, except that the hypo-
thesized causal factors are more specific to tourism in the
Pacific.

Cline (17), has proposed a more traditional multiple
regression model in which the causal variables are primarily U
economic in nature. The results of this model, which was
developed in conjunction with the Midwest Research Institute,
provide forecasts of future travel growth.

The extensive efforts by Parks Canada, which were
started in 1967, in forecasting the demand for outdoor
recreation (the CORD studies) have been thoughtfully docu-
mented by Beaman, Heit, and Do (8). The entire thought
process involved with this study, which resulted in an exten-
sive series of technical notes, is reviewed, and the short-
comings of many classical approaches and models are brought
out in this presentation. Furthermore, the importance of
behavioral, as well as socio-economic, considerations are
continually emphasized. Although primarily a demand
estimation study, many of the methodologies developed
utilize measures of attractiveness including travel distance
as causal variables. The attractiveness considerations,
which are also considered in a recreational demand study by
Tapiero (41), and another study by BarOn and Schechter, (6),
will be addressed in a subsequent part of this paper.

Qualitative Models

Although both the Battelle Model and the Crampon model
contain subjective factors, as do most other traditional
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flow models surveyed in Gearing, Swart, Var (21), their
basic nature is that of a causal model in which the subject-
ive factor is expressed as an index. (Some recent
approaches to obtaining this index are discussed later).

A procedure suggested by Gaumnitz, Swinth, and Tollef-
son (19), which is primarily qualitative, illustrates how
consensus seeking and group decision making methods can be
of use. The approach is based on methodology similar to
that presented in the OR literature and involves the concept
that an action such as the visit to some lake by a person
or family is assumed to be the result of a decision. Such
a decision is a mental cognitive process. That is, it is
a conscious mental consideration and evaluation of the
characteristics of various possible courses of action in the
light of one's needs, goals, and limitations (e.g. funds,
time, skills, etc.). Accordingly, it should be possible to
characterize the decision processes of a person in the form
of a program. One ought to be able to specify a series of
statements, questions, or commands which, if followed, will
produce choices that match those of the individual. This
program, or discrimination net, can then be helpful to a
planner/manager in predicting actual choices of potential
visitors, and hence, usage ratcs or forecasts. Of course,
this forecast is contingent on an analysis of the structure
of the discriminant nets of a sample of individuals to the

general client population.

Another qualitative model that has been used in various
studies is the Delphi technique. It is a relatively complex
technique originally developed to structure discussions and
summarize opinions of a group without meetings and direct
discussion. Its development and use as a technology assess-
ment tool has been well documented. (Linstone and Turoff,
(28)).

Moeller, Shafer, and Gotty, (32), in order to predict
leisure environments of tomorrow utilized the Delphi tech-
nique. They started with 904 experts and ended, after
successive rounds, with 405 experts. Their study proceeded
through four rounds. In round one, experts were asked to
list the most significant events they felt would have a 50-50
chance of occurring by the year 2000, considering only events
that related to their own area of expertise. Panel members
were instructed to assume an essentially stable political
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situation and sustained economic growth to the year 2000.
By using four rounds they were able to predict the probabil-
ities of future events associated with natural resource

= management, wildland-recreation management, environment
pollution, population-workforce--leisure, and urban environ-
ment. Though some of the predictions projected to the year

2050 may sound fantastic now, the authors think that some
of the events predicted may occur even sooner than forecast.

The second and relatively recent study that employed

the Delphi technique was conducted for the Canadian Govern-
ment Office of Tourism by L. J. D'Amore & Associates Ltd.
in 1976. This study named Tourism in Canada-1986 (20) used
two rounds. In round I of the Delphi survey, scenarios were
introduced based on preliminary research conducted by the
Bureau of Management Consulting, Informetrica, Bell Canada
and L. J. D'Amore & Associates Ltd. These were intended to
elicit qualitative and quantitative feedback from Round I
panelists who were distributed into four separate panels:
general, demand, resource, and impact.

In the secoud round the members of the general panel
were distributed among the demand, resource and impact
panelists. For the results of this round, respondents were
asked to rate the probability of a scenario becoming reality
by 1986. They were then invited to modify their scenarios
to give them higher probabilities, or to provide other
scenarios if they did not agree with any of those stated.
In all cases, the scenarios in these questions were
constructed from the composite responses of panelists in
Round I.

TOURISM FLOW MODELS

The methodology for predicting tourist flows between
the various touristic attactions in a geographical area can
be different from that of predicting tourist arrivals in
that knowledge of the number of tourists at one given
attraction can be used in some cases as information in
determining how many will be visiting another location
within that area at a subsequent time. Although the state
of the art in the application of flow models to tourism is
not well developed, it appears that the major aprroaches
can be divided into stochastic (probabilistic) and
deterministic.
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Probabilistic Approaches

A specific example to illustrate the stochastic approach

is given by Mednick (31), who has developed a model designed

to describe the probabilities that U.S. visitors to the v
province of Ontario would make overnight stops among the

ten economic regions of the province. The model is a Markov

chain whose transition probability matrix illustrates the

relationships of the economic regions as locations of over-

night stopping points. The results of the model yield the

average number of overnight stops and their distribution
through the province for visitors first stopping in each

region of Ontario. Although apparently the first published

application of Markov chains to predicting travel flows,
this model has sbown good results and sets the stage
for further applications of this promising approach.

Deterministic Approaches

Cesario (14), presents a family of models and associated

computational algorithms to estimate outdoor recreation flows

in southern Ontario and discusses some practical uses of the

models for policy making. The general approach taken falls

into the category of causal models, and the causal factors

are some of the attractiveness concepts developed as part of

the CORD studies (12).

Gearing, Swart, and Var (22) developed a tourism flow
model as part of a multiperiod planning model for tourism
development. Their model differs from others in that it is
primarily concerned with predicting changes in tourist flows
which occur as a result of the implementation of specific
tourism development projects in various locations. The
basic hypothesis is that the development of new projects

changes the "touristic" attractiveness of a region and that,

as a consequence, existing tourist flows will be
redistributed to reflect this change. The concept of

"carrying capacity" is explicitly incorporated into the
model by a scheme which directly relates the potential
changes in touristic attractiveness resulting from the

development of new projects to the "saturation index" of
the area (saturation index is the ratio of projected

visitors to the visitor capacity). The closer the satura-

tion .ndex is to it, the less effert any further dcveJopm,.nr
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furtheLr dliscussed ill a subseqluenit Sect ion 3) which reflects
the contribution to total net Income ill foreign currency
resulting from tourism activities.

Jud and Krause (25) have devel1oped anl economet ric model
to estimate the contribution of the visitor Industry to
,2cottomic growth in Puerto Rico. Additionally, they examined

the externalitiles of tourism growth and attempted to
delineate the major social costs Imposed by anl expanding
tourist industry.

Powers (35) points out that, In add it ion to the benefits,
(iescr~bedi above, the domestic resources savings dtue to the
reduced marginal cost Incurred, as well1 as the add itilonal1
tourist services made available to domestic visitors, must
be considered as benefits from international tourism
projctrs.

In addition to the direct benefits of development in
the tourism sector, the indirect benefits; should also be
taken into i'ccount . Archer (1I) discusses how to cal cu late
the mutt il, jr effects of tourism spend ing. lie a I so
discusses the pattern oif the in itital round of tourist
expend itures, examine,, the composi tion oif the indirect and(
Induced flows to see which sect ors of theC econom1y bene t it
from the multiplier effect, and presents the contributions
multiplier analysis canl make toward 1)01 icy making and
planning. His find ings are supported by Shu lz (4 1) who, in
addition, crit icizes many of the past methodol ogies used to
calculate multipliers, lie found that an estimate of five
to tell times the true value of the mil t iplior Is often used.
lead ing to unfulfil ledi expectat ions about the lpotent ia 1
benefits of tourism.

"D~erived Value" Apoce

When cva luaiatIng bene f i s assoc ia ted with investments
which do not result in direct economic benefits (e.g.
national parks, state recreat ion areas, etc.) , the nca.ure-
ment methodology becomes much more subject ive and a source
of controversy. Knetschand D~avis (26), and Vesari( (11).
sup~port miethodologies which take the point of view that the
primary benefits of recreat ion are those aceru.'d by the
user whio Is willing to give up a cert ain amount of his
Income in the pursuit of1 ou tdoor rovreat ion.
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The fact that the user Is willing to give up something means
that the recreational experience is of value to him. It is
this implicit willingness to pay that provides clues as to
the worth of the recreational site.

On the other hand, Mack and Myers (29) contend that it
is not possible to assign a price to recreational benefits
that is comprehensive and reliable. They suggest that
investments by governments in recreation should be made so
as to maximize the resulting social welfare. As a measure
of social welfare they suggest the merit weighted user days
of recreation that can be gotten in return for investing in
recreation. The merit weights are assigned on the basis of
the policy, conservation, and priority considerations
supported by the government.

The current researchi thrusts in this area are provided
by Parks Canada within the CORD Studies. In 1967 a series
of joint Federal-Provincial research projects, known as the
Canadiai Outdoor ReLreation Demand Studies, were initiated
to provide information on recreation participation among
Canadians and to discern the patterns and trends in the
usage of outdoor recreational facilities by Canadians and V
by visitors.

While data colliction efforts and rudimentary tabulation
has been a routine function of park and recreation agencies,
the factual basis for plnning and polcy decisions has
remained poor. The aim of the CORD studies is to improve
data collection and to make greater use of such information
in guiding programs and investments. Examples of the CORD
effort can be found in Cheung (15), Ross, (37), Cesarlo, (12)
and Beaman, (7).

Asother study carried out in Canada by the Bureau oe
Management Consulting (an official branch of the Government)
deals with the development of a tourism impact model. Tn
summary, the approach recotmiumded by this study includes a
systems model (with provincial components), Integrated
development of "delphi panels" for future forecasting, and
social indicators to fill out the performance Ludicator
aspects of a systems model. This model is Intended to
provide pragmatic assistance to policy makers who are faced
with guiding the evolution of totrism (42).
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Surrogate Approaches

Another approach toward measuring the benefit
associated with the development of tourist accommodations
and attractions is the development of a utility measure
which reflects the touristic attractiveness of a given area.
Gearing, Swart, and Var (23) developed an approach for the
quantification of the notion of touristic attractiveness by
constructing a multi-attribute utility function. ThIs
function incorporates weights derived by a procedure
similar to that suggested by Churchman and Ackoff (16).
The approach required that the following be determined:

(1) The criteria by which touristic attractiveness Is
judged, and

(2) the relative importance of this criteria due to
another, as indicated by a series of numerical
weights.

Then, with these two requirements satisfied, it was
possible to

(3) employ the judgements of experts in making
evaluations against these critteria and, using
these inputs, to

(4) compute a numerical measure of the "relative
attractiveness" of the touristic area. This,
then, is the utility value associated with the
site.

The results of the procedure were used to support tho,
planning activities of the Turkish Miistry of Tourism.
In particular, a ranking was obtained for the 65 geographical
areas in Turkey which have been defined as touristic areas.
The numerical utilities constituted, as It were, an
"(uventory" or assessement of tile state of things in Turkey
viz-a-viz the tourist. In addition, these concepts were
modified so that it was possible to estimate a net increase
of touristic attractiveness that would result as a con-
sequence of carrying out a specific development project.
This change In touristic attracriveness was then used as a
surrogate measure for net foreign exchange earnings that
would rcsult from that projct's development. Specifically,
the development of an investment plan that ,ould maximize
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same as an inveqtment plan that would maximize net foreign
exchange earnings in the long run.

Nijkamp (33) approaches the problem of estimating the
impact of tourism in three stages. In the first stage,
a demand/supply analysis of the tourism sector is developed
by specifying a set of criteria which constitutes a tourist
profile. Each touristic region is then rated on a 0-10
scale as to the extent each criterion is demanded and
available. The tourist demands and regional supplys are
then superimposed and the most probable choice of tourist
areas by tourists is obtained via generalized distance
analvsi s.

In the next stage, a model is developed which considers
the influence of regional characteristics, including the
characteristics of the demand site itself and the tourist
carrying capacity of that site, on tourist flows. This
informat ion Is then made part of a modified input output
analysis which, in addition to the demand for tourism
comm111odities, indicates the way tn which environmental"-

ttract tveness and tour ist accommodat ions determine the
total final demand of the tourism sector.

Bond and McDonald (10) are in the process of developing
a surrogate impact evaluation scheme, referred to as 0,
"Tourism Barometers" which is designed to monitor relative

changes in the tourism activity level of the State of
Ar i zona in a quick and expedient manner so as to provide
indt-strv and government enough response tine to react to
changes in tourism trends and patterns.

.....A .on ,i tud tna I Ajproach '

The approaches discussed so far in this section are.
a!0 one time studies conducted at the planning stage of
a pro je c t . Beaman, lehtiniemi, and Stanley (9) point out
that one, ,.ommon problem in assessing impact of tourism
facilities is that those making the impact study, as we11
as tihe ,sers of the study, often do not take into account
the ,Iv,,amic nature of the planning process. In other words,
a tourism deve opment is usually assessed in the early

i anning stage, and plans Jhange as they advance, often as
a consle(tlce' of the predIcitons made. Hence, the final
facility built mav ha-,e little semblance to the facility A
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on which the Initial impact prediction was based.

To remedy the above problems they provide a general
planning framework which stresses the need for the establish-

ment of a continuing interplay between Impact analysts and
park planners and developers. Their planning framework,
in addition to the traditional concerns regarding the
selection of data bases, projection procedures, gathering
of data, etc. includes concerns about specification of
objectives and development options and the identification [
of variables the monitoring of which will indicate whether
the facility is developing in a way consistent with
oblectives.

DECISION MODELS

In the prior two sections, some of the approaches that
have been used to predict the future in terms of number of
tourists and their flows have been reviewed. The informa-
tion generated by the forecasting activities is often used
when the benefits associated with a specific tourism project
are to be estimated by the approaches reviewed in Section IV,
or other approaches. However, many situations encountered
by the tourism planner involve not only the evaluation of
one specific alternative, but the broader problem of
selecting the best set of alternatives from among a number
of possible choices each having different characteristics
and resource requirements, as well as benefits.

For problems such as the above, the structuring of the
characteristics of the decision problem together with the
specification of the appropriate evaluation methodology for
the possible alternatives into a decision model - i.e. a
mathematical, statistical or logical representation - is
often useful for then the power of the computer can be used
to reduce the often burdensome computations regarding trade-
offs among alternatives, etc'.

Developing decision models is the essence of Operations
Research and Is one of the characteristics that distinguishes
OR from other quantlatively oriented disciplines. Deci3ion
modets can broadly he categorized into two overlapping
classes: prescriptive and descriptive. Prescriptive models
are those whoch yield an answer which prescribes a "best"
course of action for the decision problem modelled.
Descriptive models, on the other hand, are those whi,'h
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describe, or evaluate, the effect of a decision which w-s
postulated by the user of the model. in tile next section
examples of each model type which have been applied to
tourism problems will b reviewed.

Prescriptive Models

One of the first decision models used in the tourism V
field was designed to provide the input for the tourism
sector into a five year national economic plan for Turkey.
As such, the model was primarily designed to develop a
tourism investment planning policy as a function to the
budget allocated to that sector.

The basic model, reported in Gearing, Swart & Var (21),
considered the 65 touristic planning areas of Turkey as each
containing a well defined and interrelated set of investment

alternatives. Each alternative required a given investment,
and, if approved, would enhance the region's "touristic
attractiveness" by a given amount. The model then selected
that set of projects which would maximize the increase of
Turkey's touristic attractiveness without exceeding the
budget allocated to investments into the tourism sector and
without exceeding other technological and practical limits.
A "second generation" version of this inodel has been

developed to include considerations such as multiple
planning periods and carrying capacities of touristic areas
and Is reported in (22).

Another example of the use of prescriptive models is
the comprehensive planning model of the tourist industry
for Israel dex.eloped bv Bargur and Arbel (3). It may be
described as follows:

The objective of the model is to maximize the total net
income in foreign currency from tourist activities.

This objective is subject to the following consider-
ations and restrictions:

(a) The economic efficiency criterion - the cost of a
unit of net value added of foreign exchange.

(b) Supply constraintU, of local production factors
(accorlmodation facilities, manpower, and recreational sites).

(c) Demand constraints for the planning horizon based

on demand forecasts which were developed exogenously under
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varying assumptions.

The analysis resulting from the application' of the model
is designed to provide satisfactory answers to the following
facets of planning:

(a) Determination of feasible and optimal level of
output, and its mix from the viewpoint of the national
economy.

(b) Balancing optimal supply and demand and the ident-
ification of surplus or deficit within the above categories.

(c) Determination of required inputs necessary to
satisfy the optimal levels of output in terms of major
production factors.

(d) Determination of the regional distribution of the
various activities subject to the touristic potential of
each specific region.

(e) Determination of the feasible and preferred seasonal
distribution of the various activities.

(f) Realization of the shadow prices, i.e. the marginal
values of changes in basic assumptions, input data, and
optimal results.

Within the context of tourism planning, McMahon (30),
presents a prescriptive model for the selection of tourism
development projects in Puerto Rico, subject to limitations
in funds and the quantity of skilled manpower available.

In a different context and of different scope, Saitta
and Schnederman (38) propose a model to aid managers of
individual state parks in planning the expansion of their
facilities so as to satisfy the ever increasing user demands.
The solution of the model provides information which
indicates the number of additional recreational facilities
which could be built under varying amounts of capital
investment, maintenance costs, land requirements, and
overall state recreation requirements.

Penz (34), formulates a linear programing model
designed to indicate appropriate long-range visitor
admittance policy. In addition, he indicates how, through
selection of the appropriate objective function, the same
model might -.rve to provide insights for internal park
control. The model itself incorporates constraints
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indicating the capacity of the park for visitors as well as
constraint's to model the transition of visitors between
facilities with in the park.

Descriptive Models

All of the models discussed in the prior sections fall
into the category of prescriptive or optimization models in
tle sense that the results provided by the model indicate
a "most desirable" course of action to be pursued. The
principal drawback with the use ef these prescriptive models
is that they are not flexible enough to lend themselves to

number of possible situations. When this is the case,
thc use of descriptive models to aid the decision maker in
evalutating alternatives which he formulates can be of great
val ue. The most general type of descriptive model is a
simulation model, and Cesario (3), provides several potential
uses of this technique In the planning of outdoor recreation
facilirtes.

An actual applicat ion of the use of simulation in
tourism planning is presented by Say (39). The objective
of his study is to develop a general planning model for
the tourism sector of Turkey that will predict its path
of development under alternate decision courses provided
by the Ministry of Tourism. In particular, the model
simulates the development of the tourism sector in future
years and estimates the required amounts of capital, the
necessary increases in debt capacity, and the resulting
economic benefits that will be accrued.

CONCI.USIONS

This paper has provided an identification of the areas
of concern to tourism professionals in which Operations
Research has been applIed. In addition to providing a
brief review of some specific appliLations, the purpose
of the paper is to suggest that Operations Research is a
field of knowledge which can contr ibute methodologically to
the ,tudY of tourism problems, while tourism is an area
which can offer a fertile field of application for Operations
Rsearcli methodologies and, conseqvently, that a great
potential for a synergist ical development of both areas
exists.
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ABSTRACT. The decomposition approach, originally deve-
loped by Dantzig and Wolfe, has received increasing atten-
tion in recent years not only as a computational technique
for large-scale management models but also as a systematic
tool for designing organizational structure and information
systems in decentralized organizations. One of the major
deficiencies of the Dantzig,-Wolfe approach is its inability
to consider multicriteria decomposition problems due to its
linear programming formulation. Perhaps the most effective
technique that can handle multicriteria decision making
problems is goal programming.

In this paper goal programming is applied to the decompo-
sition process in order to facilitate multiple conflicting
objectives in a decentralized organization. The development
of the goal programming based decomposition model not only
provides the capability of dealing with multiple objective
problems but also a managerial implication in terms of
evaluating organizational effectiveness of a decentralized
organization. This implication is derived through the
sensitivity analysis of a shadow price vector. A simple
model formulation example is presented for an illustrative
purpose.
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MULTICRITERIA DECOMPOSITION IN A DECENTRALIZED ORQANIZATION

INTRODUCTION

Resource allocation in a decentralized organization has been
an important research topic for economists, behavioralists, and
management scientists. Excellent economic studies can be found
in Arrow and Hurwicz (i1, Malinvaud [191, and Burton, et al.
(2 . Behavioral scientists have dealt with the decentralized
decision process primarily on the basis of personal experience
and empirical studies. Management scientists have addressed
the problem in connection with mathematical decomposition
techniques, as can be fonnd in Dantzig and Wolfe 7), Charnes,
et al.(3], Geoffrion [i], Grinold (l1|, Kornal and Lptak (161
Ruefli (21], and Jennergren (13). Many of the above cited
studies have been criticized for the lack of either analytical
rigor as in the case of behavioralists or behavioral implica-
tions as in the case of economists and management scientists.

Decomposition analysis was originally developed by Dantzig
and Wolfe (6) as a computational device for solving large
scale linear programs. Recently, however, it has received
increasing attention (21, L91, 1141, ( (21) because of
two important characteristics: (1) the decomposition technique
can be utilized for resource allocation in decentralized orga-
nization; and (2) it provides management in decentralized
organizations behavioral insights for developing organizational
structure and information systems. Many recent studies have
attempted to integrate analytic and behavioral aspects of the
decomposition process, as ca be found in Kornai (15), Ruefli

2, Collomb (51, Freeland ?8), and Freeland and Baker (9).
One of the ma or deficiencies of the Dantzig-Wolfe (DW)

approach is its inability to consider multicriteria decompo-
sition problems due to its linear programming formulation.
Perhaps the most effective technique that can handle multi-
criteria decision making problems is goal programming (4],
(121, (17). In this paper goal programming is applied to Cl
the decomposition process in order to facilitate multiple
conflicting objectives in a decentralized organization.

The development of the goal programming based decomposi-
tion model also provides a managerial implication in terms
of evaluating organizational effectiveness of a decentralized
organization. This implication is derived on the basis of
the Kim's (14) methodology which defined the concept of
"going concern value" through a sensitivity analysis of the
shadow price vector.

-- 1273-



THE MULTICRITERIA DECOMPOSITION MO)EL

The model to be presented here is based on the basic
Dantzig-Wolfe (63 cooperative scheme for a two level hierar-
chical organization. The organizational structure (see
Figure 1) is based on the central unit as a superordinate and
a number of divisions as subordinates. A two level organiza-
tton is used in this study as it provide-s more simple concep-
tualization while describing the basic characteristics of the
resource allocation decision process in a decentralized orga-
nization.

Central Unit-1
(Superord ina te),

Division Ilvsin1
(Subordinate) I(Subordinato)

Fig. 1 A Two Level Organizational Structure

Two types of goals are involved in the model: (1) each
division formulates goals which cannot be shared by other
divisions, (2),the central unit formulates and allocates
goals. The objective of the central unit is to assign
corporate goals to divisions so as to attain them to the
fullest possible extent. [

The model is expressed as follows:
n + +

MHin Zi (Pi1) + P iD(1

subject to: AIX1 + A2X 2 + .. + AXn + ID- IDo b

BlXl + IDI - II)1= bi-4-

B2X2  + 'D2 - :D2  2

BnXn + IDn -ll)n bn

Xi, Di , Di > 0

where, Xi is (n, x 1) vector of decision variables; Ai and

Bi are the (mo x n) and (mI x ni) matrices of technologi-

cal coefficients of the central unit and divisions, respec-
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tively; Dj and Di are (mj x 1) vectors of deviational vari-
+

ables from goal i; Pi and Pi are (1 x mi) vectors of preemp-

tive (ordinal) priority factors, with differential weights

attached, associated with Di and Di, respectively; and bo

and bi are (mo x 1) and (mi x 1) vectors of resources (or
gcals) of the central unit and divisions, respectively.

The algorithm decomposes only divisional units, and the
central unit generates transfer prices of corporate re-
sources. Each division, with these transfer prices in mind,
then solves its own subproblem.

Lat us define the following variables:

Yi (Xi, U JD] for i-1, ..., n;

Qi = (,O, P i for i-l, ... , n.

Then the model can be reformulated as follows:

n -- ++
Min Z = ilQiYi + P D + P D (2)

+

subject to: AY 1 + A2 Y2  + Y +I - IDo = b

BIY1  = bi

B2Y2  =b 2

BnYn  bn [

Defining the extreme points of the convex polyhedron,
BiYi = bi, as Y(J=l, ... , ki), we can express Yi as a

convex combination of these extreme points, namely,

k
Yi = j

k i
where Ii = 1 and 0i is a coefficient of convex combi-weeJ'=l

nation for YJi the jth extreme point of the convex set

BiY i -b i .  
1

Thus, we can reformulate the original model into the
master problem: H,
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Mifiza k ii --JMin Z 1 Q Y + PD + PD 3A j.l i ii 0 0 0 0

subj ec t to: AY f, +,CAY . A Y ,+ IDo - ID0  bj2l212 +l 222 nln l

k

The decomposition algorithm can now be formulated as follows:
Let B Basis Matrix

0 Vector of objective function coefficients of basic

H (Hl, 112, 1, i , Hn)

Al y1 A2Y 2 ... A Y1 A

1l 0 0 0
o 1 0

0 t
(MO+I)row

0

"1 T I, T ~ *.T Tm +1, *.,T2moj
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P0 Pot Po2, Po, Po,mo gaPo,mo+l Po,2moJ

Solve a set of n goal programming problems of the following
form:

Mini - QiYi - QBB-Hi

subject to: BiYi - bi  i-l,..., n

and compute

Zoi " Poi - QBB-Ti

Step 2

Determine n. i (Zi, Zoi)

If S? 20, go to Step 4. Otherwise, go to Step 3.

Step 3

Introduce the ith variable (Ft, D- or D+ corresponding
to into the basic solution of the master problem. Then,
obtain a new basic feasible solution. Go to Step 1.

Step 4

The optimum solution is identified as follows:
ki J J

Yt yfor in,..., n.

ILLUSTRATIVE APPLICATION PROBLFM

In order to illustrate an application of the multicriteria
decomposition model, let us consider an organization with two
divisions. Suppose the firm has two corporate resources:
100 units of skilled labor per month and a $5,000 monthly
budget which will be distributed to two divisions. Division
I produces two types of televisions, T1 and T2 ; and Division

II, three types of radios, Rl, R2, and R3 . Each division
has its own resources which cannot be shared. Division I
has 80 units of unskilled labor per month and 150 square
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feet of factory space. Division 1i has 1/0 units of muskill-
ed labor per month and 100 square feet of factory space.

It is also confirmed from a market study that T' and T2
have minmum demand of 70 and 45 urits per month, respective-
ly.

Suppose each product has the following reqlulrementts and
profit mlargins: t

1 2 123

skilled labor (uinits) 2 3 1 4 2 .

budget ($100) 1 2 1 2 3

unskilled tabor (units) 2 1 5 8 12

factory space (sq-ft) 5 6 2 3 5

profit margin ($) 10 6 6 10 12

The company has set the fol lowing goats in the order of
their priorities:

P1 : Avoid the overut i zation of skilled labor,
according to cotract with the professional
employees

P2 : Operate within the budget of $5,000

P3 : Minimize the uderutilization of unskilled

labor In accordatce with the mio cotr,acts

N4 : Operate within the factory space It rit I

115 : Meet the dlemld is much as, pos sible (dif-
ferot'llial weights should be assiged accord-
tug to the unit profit of each product).

Thtus, the followlug goal programmitg problem is formu-
I a ted :

+ + 4, +Mill Z P1di 4 11.,1 + 13(d1 + d7) +4 + d)

1)((-+ 5 3d_ + 3d9 + 5(1-() + 6(-(4)

subject to:

-+2X 1 + 3X2 + 3+ 4X4 + 2x5 + d -d 1  100
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Xl + 2X2 + X3 + 2X4 + 3X 5 + d2 - d+ - 50

2 X + x + d- - d+ - O

5X1 + 6X2  + d4 - d4 l 150
+

X1  + d 5 - d5 - 705
X2  + d6 - dt - 45

+5X3 + 8X4 +12X5 + d 7 - 7 ,

2X3 + 3X4 + 5X 5 + d8 - d8  100

X3  + d d9 - d-80

X4 + dj0- d+ . 70

X5 + d[ 1 - dil- 90

Xi, di, di - 0

Pk >> Pk+l

The optimum solution of the master problem of the above
decomposition model obtained at the 10th iteration is as
follows:

16/30

XB e2i 14/30

d 1 34

Ldl-
QB (20P 3 + 335P5, I02P5, 801P3 + 485P5 , 0)

QBB -  (0, -2P3 - 5, 80P3 + 485P5 , 68P 3 + 1198P 5 )

-- i 79
I.



30 0 34
0 0 0
20 80 0

9 0 2 150 0
Y1 40 Y1  - 70 32

45 45 7 46
0 0 2 70
0 0 90
0 0 0
0 0 0

0

L 0

Thus, the optimum solution to the original two divisional
goal programming problem is:

XI - 16 X2 - 0 X3 - 34 X4 -0 X5 - 0

d1  - 34 d) - 0 d3 - 48 d4 - 70 d5 - 54

d6  - 45 d7 = 0 d W 32 d9 W 46 d1o M 70

d- , 90
11~

d- 0, for all im1,2,...,11

Z - 48P3 + 1433P5

Thus, all goals are completely attained except the third
and fifth goals.

MANAGERIAL IMPLICATION

Now, let us analyze the shadow priority vector QB
-I

(0, -2P3 -5P5, SOP3 + 485P5 , 68P3 + 1198P 5) of the optimum

solution. The vector represents the so called "going concern
value" of shared resources or divisional activities. The
first two components represent the value of two corporate
resources and the next two the value of two divisions. The
interpretation should be evident from the following expla-
nations.
If there is one unit increase in the budget, the under-

achievement of the goal will decrease by (2P3 + 5P5). Let 91

qi be the change in the implementation weight of each pro-

posal. Then, our marginal equation will be:
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2 7 1 0
1Y A2 2  01

ql 1 + q2  + q3  0 + q4  0 t peo

0 0 1 0 0

Substituting the values of Y1, Y 2 andY7inotepvou
equation:

60 0 34 1 0

30 0 34 0 1
ql + q2  + q3 +q 4

0 0 1 0 0

Thus, ql " 1/30, q2 - -1/30, q3 - o, q4 -2. These figures
can be interpreted as follows: the implementation weight of
the 9th proposal of Division I will be increased by 1/30 and
that of the 2nd proposal of Division I will be decreased by
1/30. There will be no change in the proposal of Division
II and di will be decreased by 2.

If we denote C-" QtYj, then C1 . 20P5, C1 2 80P3

7
+ 485P5 , C2  1028P 5. Then changes in the underachievement

qf the goal will be:

(1/30) (20P3 + 335P 5) - (1/30) (80P3 + 485P 5)

- -2P3 - 5P5

Now it should be evident that one unit increase in budget
results in the improvement of goal achievement by 2P3 + 5P5.

P3 is the priority associated with underutilization of un-
skilled labor and P5 that of demand, which can be inter-
preted as opportunity cost of unskilled labor and forgone
demand, respectively.

"The going concern values" of Division I and Division II
are 40P 3 + 485P 5 and 68P3 + 1198P5 , respectively. Compar-

ing these values with "idle values" of 80P3 + 485P5 for

1, The "idle value" is the value of a division when it is
not engaged in production.
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Division I and 170P3 + 1130P5 for Division II, we may note

that Division I contributes nothing to the organization as

a whole by producing X1 while Division II contributes 102P3
- 68P 5 by producing X3 . Division I's television production

is capital intensive while Division II's radio production

islabor intensive. Division I, in producing Xl, employs

one unit of scarce budget resources and utilizes two units

of tnskilled labor while Division II, in producing X3,

employs one unit of budget and utilized five units of un-

skilled labor. For Division I, whatever contribution it

would have made is cancelled out by paying for price of

budget.
We may conclude that Division II is more effective in

achieving organizational goals and achievement of organiza-

tional goals can be reduced by transferring unskilled labor

units of Division I to Division II. For example, if 30

units of unskilled labor of Division I were transferred to

Division II, the underachievement would be reduced from

48P3 + 1433P5 to 30P3 + 1445P5.

As noted above, the concepts of "going concern value" and

"idle value" are important as the difference of these two

is equivalent to the amount of contribution of a division

toward achieving an organizational objective by engaging

in the present activities. This "contribution value" is

the basis for evaluating the effectiveness of a division

toward achieving goals and for designing a new organization-

al structure to improve the organizational effectiveness.

Thus, the multicriteria decomposition model provides import-

ant information for managing the decentralized organization
by objectives as advocated by Drucker L73

SUMMARY

In this paper a multicriteria decomposition model is

developed and an illustrative example presented. The

model is capable of dealing with multicriteria decision

problems in two level decentralized organizations. The

model recognizes that in a decentralized organization

conflicts may exist between levels and divisions con-

cerning which objectives should be pursued. The model

attempts to achieve organizational goals as closely as

possible. That is, instead of trying to optimize one

grandiose organizational objective criterion, a resource

allocation program is sought to achieve multicriteria

objectives as exemplified by Simon's t221 satisficing

concept.
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Another important property of the model is that it provi-

des information that is important for managerial analysis.
It is possible to identify "going concern value" and "idle
value" of each division through the model. The "contribu-
tion value," which is the difference between "going concern
value" and "idle value" is a good indication of the divi-
sional effectiveness. Thus, it can serve as an important
input to organizational design of a decentralized organiza-
tion.
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APPLICATION OF THE HIERARCHICAL PLANNING APPROACH
TO REGIONAL DEVELOPMENT AND MANAGEMENT

IN THE PHILIPPINES

JONA S. BARGUR and FELIX MERO

Tahal Consulting Engineers
54 Ibn Gvirol Street
Tel Aviv, Israel

ABSTRACT. The empirical application of a hierarchical
planning approach to regional development and management,
as applied for the Pampanga Delta and Candaba Swamp Project,
the Philippines, is the subject matter of this paper. In
this approach a three-level modeling system was developed to
represent tkie planning levels of the Project, the sector and
the regional macro-economy.

Each of the planning levels within the multi-level plan-

ning hierarchy employs a system of mathematical models to
enable the quantification of a complex system of physical
and socio-economic interdependencies. For the lower level,
that of the project, a system of hydro- and agro-meteorolog-
ical models was formulated and applied to derive water
balances and flood peak frequencies under varying physical
upstream and downstream conditions in the entire river basin.
At the intermediate level, alternative development plans for
the agricultural sector were subjected to a system of opti-
mization models in order to obtain the preferred program of
land uses, cropping patterns and water resource projects.
Finally, at the highest level, an analytical regional macro-
economic multi-sector Input-Output model was applied to check
the program for consistency with respect to the regional
macro-economy at the projected target year.

These models and systems are described briefly in this
paper together with their interlinkages, and the main results
of the planning system demonstrated in their hierarchical
interrelationships.
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1.THE PLANNING APPROACH

A comprehensive plan for regional development is usually
characterized by a number of preference criteria, i.e. socio-
economic, physical and environmental facets of the decision-
making process should be accounted for within the overall
development framework of the region.

The analysis of water resource systems on a regional
basis has gained strong support in the last decade, in parti-
cular where the region encompasses one or more river basins.

In planning large-scale systems with a variety of tech- 1
nical, social, economic, and environmental considerations,
the usual problems encountered in modeling and optimization
are magnified and tend to confuse the analysis. This is due
to the high dimensionality of the model in question, the
large number of variables, and their complex interactions.
Usually, most regional plans, as well as water resource de-
velopment schemes, are subjected to numerous criteria for
assessment, justification and implementation. In fact, almost
every regional development program has its own set of compet-
ing or complementary goals and objectives. These multiple
preference functionals seem to be a prerequisite for total
comprehensive planning.

However, a programming framework with multiple objective
functions is obviously rather difficult Lo deal with due to
intractable mathematical complexities (Klahr [1]). In
general, a simultaneous optimization of all separate func-
tionals cannot be carried out by means of traditional pro-
gramming techniques. Thus, alternative methods have been
suggested and applied (Nijkamp [2), [3], [4]). The following
procedure has been suggested by Nijkamp .4]:

(i) Assigning separately to each preference criterion a
political weight which reflects the relative importance
(trade-off) of each criterion. This procedure is
limited due to the lack of reliable numerical values
for the various political weights and this compels
the planner to resort to a compromise selection of
numerous solutions.

ii) Goal programming, i.e. identification of one objective
function as a dominant decision criterion and imposi-
tion of adequate numerical constraints on the outcomes
of the remaining functions. This enables the planner
to reduce the problem to a uni-dimensional constrained
programming model, but forces him again rather arbit-
rarily to assign numerical values for the limits of
the other objectives.

1287-

Y' . -,-- -



(iii) Identification of a set of feasible efficient solutiotts.
These are relevant if they give results which do not
allow an increase in the value of one function with-
out affecting the others. However, these efficient
programming procedures do not guarantee a unique solu-
tion, though they do identify an efficiency frontier.

(iv) A somewhat compromising method - this will be the
take-off point for this paper - is the hierarchical
optimization method which is based on sequential opti-
mization of the objective function according to a pre-
assigned ordinal ranking of importance (Haimes £5],
Mesarovic et al [6]).

Under this method, the set of constraints for each stage
of the iterative process is co-determined by the optimal
results obtained in the previous stages using the original
constraints.

The hierarchical optimization approach seems to provide
something of an answer to the limitations of the above-
mentioned methods, though it does present the planner with
a formidable task, if he wishes to apply it to an actual
real life problem, mainly due to the large dimensions in-
volved and the lack of data.

It was recognized from the outset that a hierarchical
optimization model should be applied to planning the develop-
ment of the Pampanga Delta-Candaba Swamp Area of the
Philippines for the 30-year planning period, i.e., for the
year 2000, as defined in the Project Terms of Reference.
However, it was also realized that it would be necessary,
in order to cope with empirical complexities, to compromise
and to relax to some extent the rigidity of this planning
method. Thus normative or optimal solutions were bypassed V
at certain levels and replaced, within the hierarchical con-
text of the planning approach, by positive models and simu-
lated systems.

2. THE HIERARCHICAL MODELING SYSTEM

To satisfy the objectives of a multi-criteria regional
plan, to resort to quantification without losing considerable
resolution, and to overcome the complexities of empirical
application, an iterative hierarchic modeling system, which
would provide for an overall consistent marginal analysis of
the regional planning spectrum, was adopted, formulated and
operated.

In this hierarchical modeling system, a number of models
are grouped together and interrelated in such a way that the
output of one serves as the input to another more specific
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model. The hierarchy is in the level of aggregation, i.e.
the model at the lowest level generates technically feasible
projects which are then screened at the intermediate level
to ensure consistency at the highest level. This multi-level,
or hierarchical approach thus provides for the decomposition
of the large scale and complex regional system into
"independent" sub-systems.

This approach enables the planner, or the system analyst,
to analyze and comprehend the behavior of the sub-systems at
lower levels and to transmit the information obtained to fewer
sub-systems at the higher level. Each of the sub-systems is
independently analyzed and different techniques of analysis
applied, based on the nature of the sub-system, as well as on
its planning objectives and constraints. The sub-systems are
linked by decision variables manipulated at a higher level
which enable an optimal, or at least consistent, solution of
the whole system at the highest level to be obtained (Haimes
et al [7]).

A conceptual illustration of a three-level hierarchical
system, as applied to the project, is presented in Fig. 1.

The three-level hierarchical model is comprised of the
Project Level, the Sectoral Level and the Regional Macro -
Economy Level.

In this study, the project level was oriented towards the
development of water resource projects which were simulated
and analyzed by a system of hydro- and agro-meteorological
models (see also Bargur [8]). The second level, that of the
sector, dealt mainly with the agricultural sector, A system
of optimization models for (1) allocatlon of land, (2) intro-
duction of cropping patterns and (3) selection of the most
efficient water resource projects from the projects identi-
fied at the lower level, was employed at this intermediate
level. [

At the highest level of the hierarchy, the regional macro-
economy was analyzed, employing a positive, projection model,
which was aimed at testing the consistency of the results
with respect to the agricultural sector, analyzed at the
second level, within the overall macro-economy of the region.
The structure and operational logic of the model enables a
top down planning procedure as well as a bottom up approach.

The iterative nature of the analysis actually comprises
a feedback planning process which ensures consistency and
economic efficiency at all levels of the planning hierarchy.

After conclusion of the detailed analysis at each level,
the planner can then synthesize the final and intermediate
goals and link them to physical, environmental and economic
constraints.
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12 FIGURE I
CONCEPTUAL ILLUSTRATION OF A MULTI-LEVEL(3)
APPROACH TO REGIONAL DEVELOPMENT PLANNING
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3. MULTI-LEVEL FUNCTIONAL INTERRELATIONSHIPS -

FORMULATION OF THE HIERARCHICAL MODELING SYSTEM

3.1 Definition of the Inter-level Decision Variables

The essence of any hierarchical modeling system is the
linkage between the various levels of the system in order
to secure the necessary inter-level consistencies in the
process of satisfying the overall objective of the develop-
ment plan.

Tlhe planning levels or sub-systems are linked together
by relevant decision variables. Each set of decision vari-
ables is derived at its relevant planning level within a
framework of detailed analysis and hence transmitted to the
subsequent level, either upward or downward, to serve as
either input or consistency check.

The decision variables within the hierarchical modeling
system employed for the Pampanga Delta - Candaba Swamp
Regional Development Project linking the three planning
levels were defined as from bottom up as follows:

(i) Water resources development projects in terms of
monthly distribution of water available for irrigated
agriculture and the associated regime of water con-
sumption of the irrigated lands within the Project (
Area.

(ii) Agricultural development plan consisting of land uses
and cropping patterns consistent with the water avail-
able from an optimal combination of water resources
projects and the simulated irrigation regime derived
at the preceding level. The agricultural plan is hence
translated into physical amounts of production and
further on into values of production by crops and
agricultural sectors.

(iii) Regional macro-economic development plan which provides
for a regional general equilibrium consistent with
independent demographic and socio-economic projections
and with the gross outputs of the specific agricultural
sectors derived in the preceding level.

If the projected growth rates of population and incote
per capita require capital and labor resources which exceed
the demand for these resources due to the agricultural and
water resources development plans, in order to sustain an
overall balanced, regional economy, these projections have to
be modified and Lhe development rate will be reduced. On the
other hand, if the resulting agricultural development plan
may account for an accelerated overall regional development
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in terms of income per capita and restructuring of the regional
economy in terms of employment and value added, again the
projections may be modified and a varied scenario of regional
development may thus result.

In the same manner, modification of the level of the
agricultural development plan may be derived, within the
second planning level of the hierarchical system, to be
consistent with a preassigned development rate of the region-
al economy.

3.2 Functional Formulation of the Hierarchical System

I. Lower Level - Basin-wide Resources Analysis

1.1 Synthetic rainfall model - from insufficient daily rain-
fall records synthetic rainfall series were computed employing
Gumbel's transformation and uniform distributed random numbers.

1.2 Hydro and agro meteorological models

Toal availabe "natural" groundwater Diver- changeLinstantaneous|- F discharge; contribution; sions; in
discharge j storage

II. Intetmediate - Sectoral Level - Agricultural Development

II.1 Land Allocation Model

Max - Annual net returns

Subject to: Balance equations for monthly land uses
Crop mix limitations; land availability constraints
Water availability constraints - monthly and annually
consistent with the previous level.

11.2 Selection Model of Development Alternatives

Max - Annual net returns from agricultural development
plans

Subject to: Development plans constraints; Water
constraints consistent with lower level results;
Marketing constraints; Employment constraints.

III. Highest Level Macro-Economic Analysis

Population and income per capita projections.

Derivation of total final demand.

Gross output at i Total finall
Starget year t j _I idemand _j

Comparison of outputs for agricultural, sectors derived
here with production levels derived in intermediate
level.
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4. FORMULATION OF THE PLANNING MODELS OF THE HIERARCHICAL
SYSTEM

4.1 The Project Development Level - The Hydro and Agro-
Meteorological Simulation System

4.1.1 The Overall Simulation System

At the lower level of hierarchical system, the project
development level, the determination of the options for
water resources development has been carried out by a
system of hydro- and agro-meteorological simulation models.
The objectives of this phase were to:

(i) derive a water balance for the entire river basin
and for its separate components (sub-basins) under
theoretical, undisturbed conditions;

(ii) generate corresponding data on flood peaks and return
periods;

(iii) establish diversion withdrawal and storage combina-
tions for agricultural and other uses;

(iv) verifying various reservoir operations combinations
within the basin system, so as to establish a con-
sistent storage system for multi-period (30 years)
means of natural conditions and man-made interferences.

The system of simulation models is presented in a sche-
matic form in Fig. 2.

These models encompassed the entire river basin, simula-
ting the flow regime in the river basin and in the Project
Area on a probabilistic basis. The models employed river
discharge data, basin characteristics, daily precipitation
and other climatological and physical factors. The, resulted
in the derivation of alternative flow regimes under various
man-made interferences and providing for the beneficial use
of water for irrigation and for flood protection of agricul-
tural and urban lands. The models determined - sequentially-
water balances and identified the hydrological-cum-hydraulic
feasibility of development projects for flood control and
irrigation. They also determined water availability at
various storage options for different levels of regional
irrigated agricultural development.

4.1.2 The Hydro-meteorological Simulation Sub-system

The hydro-meteorological analysis is based on a systematic
da -by-day moisture accounting procedure, developed by Mero
[9] and referted to as the NO8-Hydro/Model; this analysis
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follows the principles of the natural hydrologic cycle. The
various model parameters, used as inputs for each of the sub-
basins, were derived from observed river .discharge data; these
data were also used to confirm the validity of the simulated
discharges.

The model simulations were executed over the whole water-
shed which was sub-divided into 28 interdependent, or inde-
pendent, sub-basins. This sub-division was indicated by the V
availability of streamflow and other data.

The output of the studies served as primary reference
data in the derivation of the theoretical (i.e. natural, un-
operated, undiverted and/or unstored) water resource potential
of the basin and the quantitative establishment of the depen-
dence of te downstream areas (i.e. the project area) on the
combined, simultaneous upstream operations:

- under undistrubed, natural conditions;
- under actual and eventual, future conditions, resulting

from diversions, storage, etc.

4.1.2 The Agro-meteorological and Reservoir Operation
Simulation Sub-systems

Following the generation of synthetic rainfall data and
the generation of the "natural" undiverted river flows with
the aid of the hydro-meteorological model, simulation of
the entire river basin under existing conditions, i.e.
diversion and withdrawal of water for agricultural and other
uses, was performed.

This simulation, performed by the agro-meteorological
model developed by Mero and Gilboa [10] and referred to as
the MMO8 RESOP Model, executes simultaneous calculations for
daily water balances for up to ten varieties of crops per
sub-basin or per water source, for present users upstream
and for users downstream to be served by new projects.

The simulation model adheres closely to the full and de-
tailed sequence of the hydrological cycle and the simultan-
eous agro-meteorological and reservoir operation water
balances.

Both the agro-meteorological and reservoir operation
cycles begin with the water input into their respective sys-
tems by means of natural precipitation and natural undiverted
flows. Water losses are attributed to evaporation and sur-
face and groundwater runoffs.

Given the area of the basin, the irrigable lands are de-
fined together with a variety of possible crops. Each of
these crops has a characteristic growth pattern with varying
water requirements, dependent on such factors as evapotrans-
piration, soil-water-plant constants and soil type. The
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I i
irrigation requirements, on the other hand, were determined
from water balance-type computations, in which plant and soil
water requirements were balanced against rainfall occurrences.

Demand is satisfied either Ly rainfall, by river diver-
sions, or by supply from storage reservoirs.I For the reservoir operation routine, the engineering
characteristics of the existing and potential reservoirs
were incorporated as input data into the reservoir operation
routine. These data included: area-capacity curves, spill-
way crest elevations and lengths, bottom outlet elevations
and areas, and reservoir operation rules according to the
prime reservoir objectives, i.e., irrigation, flood control
or power generation.

Testing varying reservoir combinations within the basin
system and the analysis of their impact downstream in terms
of flood peaks were major concerns of the study.

4.2 Optimization Models for Agricultural Land Use,
Cropping Patterns and Project Selection

4.2.1 The Planning Process-Derivation of Alternative
Agricultural Plans-V

At the second level, a two phase system of optimization
models (linear programming) was employed. 4

Due to the high degree of heterogeneity of the different
sections of the project area, the simultaneous overall plan-
ning approach for agriculture was waived in favor of a two- V
level hierarchical approach which provides, at the first
level, alternative agricultural plans for several planning
sub-units which are affected by: input-output relations at
the farm-gate level; a range of water availabilities for
irrigation; crop intensity and crop rotation constraints;
and the scope of potential improvements with regard to land
reclamation and upgrading of soil productivities.

At the second level of the hierarchy, the selection of
alternative development plans was done by taking into account
regional economic factors (economic prices); project area -

wide marketing and labor conetraints; water availability con-
straints at potential sources; and possible interdependencies
with regard to development and/or upgrading projects for A
certain sub-units.

The combinations of development plans for the various sub-
units were evaluated at thisphase with regard to the physical
development potential of the water resource sector of the area
in terms of technological feasibility and economic justifica- 4
tion. This planning phase yielded an economically-justified
physical development plan with a corresponding agricultural
production plan.

Z-1296-
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FIG. 3

SCHEME FOR AGRICULTURAL PLANNING WITHIN
A HIERARCICGAL REGIONAL DEVELOPMENT APPROACH
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A schematic illustration of this approach is given in

Fig. 3.

4.2.2 The Land Use and Cropping Pattern Optimization Model

As stated above a lard use model was formulated on the
first level for each planning unit. The physical area of
each pre-delineated planning unit was classified into soil
suitability (for rice) and capability (for other crops)
classes. For each soil class, two estimates of area were

derived; without land reclamation projects (present) and with
reclamation projects (future potential).

For each soil class, the potential crops were Identified
and the cropping calendar and input-output relations estab-
lished. For this level, a linear programming land allocation
model was separately formul.ted for each planning unit; this
model derives optimal land uses under diffezent assumptions
of water availability and reclamation project costs and the
associated trade-offs between the various options.

Constraints are formulated: for the projected cropping
calendar, i.e., the months within a year during which the
crops occupy land; for permissible portions of the specified
soil classes to be occupied by a given crop due to crop ro-
tation considerations; and for projected technological pro-
gress, diversification requirements and agro-technical I
constraints. In addition, maximum crop intensities are
specified for irrigated and non-irrigated crops.

Parameters include net return coefficients which con-
stitute the objective function, assumed cost figures for the
improvement project, and monthly and annual water requirements
for irrigation. Parametric changes in the assumed availability
of water serve as the governing constraints for the extent of
transformation from a rainfed cropping pattern to intensive, ii
irrigated agriculture.

The objective function is formulated in terms of maximi-
zation of the annual net returns from agricultural production
of a planning unit, i.e., net income from crop cultivation
less annual costs due to the improvement projects.

Alternative development plans were derived for all plan-
ning units for different levels of investments, water avail-
abilities and other assumptions.

The major, most valid, alternatives were screerd out and
used in the second level of the planning hierarchy.

4.2.3 Overall Agricultural Development and Project Selection
Optimization Model

This second level of the planning hierarchy constitutes
another linear programming model where the decision variables

-1298-



are the alternative agricultural plans for each planning unit,
encompassing the full range of potential water availability
(zero to maximum) and extreme options of investment require-
ments for flood control and drainage (land improvement acti-
vities). The second set of decision variables consists of
specific potential projects which would facilitate agricul-

A. tural development of the area, such as single or multi-purpose
reservoirs, groundwater development, and flood control schemes
again at varying levels of effectiveness.

Constraints formulated for this model are of three types -

resource availability constraints (water, employment), market-
ing constraints, and balance and dependency constraints.

The entire model is aimed at maximizing net returns on a
regional basis, i.e., the net return from each plan in terms
of economic (regional) prices, less annual outlays in invest-
ments, resulting from the projects to be selected in the op-
timization process.

The results of this model, inclusive of trade-off analysis,
provided the agricultural development plan, i.e., cropping
pattern and associated water resource projects, recommended

4for the project area, as well as the marginal analyses and
trade-offs of deviations from this development option.

4.3 The Regional Macro-Economic Model

4.3.1 The Inter-industry System

The macro-economic regional analysis within the context of
a multi-level approach to regional planning is the highest
planning level; in the first iteration it forms the basis of
the comprehensive regional plan. This highly aggregated level
concerns itself with the major macro-economic determinants of
the regional economy, namely, gross regional domestic product,
personal income and expenditure, government expenditures,
capital formation, trade balance and gross output. Together
with the breakdown of these determinants according to various
industrial sectors, the following analyses were derived:

- Structural analysis of the regional economy, inclusive
of identification of bottlenecks, overall capital and
employment ratios;

- Impact and multiplier analyses relating to iccome,
capital, and employment, as well as such primary
factors as land and water;

Projecting'overall and sectoral demands, i.e., levels
of output, value added, and resource requirements.
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At this highest level, a regional macro-economic account-
ing system was established employing the theory and practice
of input-output models. Demographic and socio-economic pro-
jections were incorporated, and a projected quantitative
scenario of the multi-sector regional economy was derived.
The resulting projected gross regional domestic product and
structural multipliers were tested for conformity and con-
sistency with the outputs of the various agricultural sub-
sectors which were obtained at the second level.

The implications of these results and analyses for the
rest of the economy were then analyzed.

In practice a regional Inter-Industry (Input/Output)
Model was constructed to permit macro-economic and sectoral
analysis. The Input-Output Analysis concept was culled from
the interest of economists in the forces that brought about
a general equilibrium within the economy, with economic in-
terdependence, and with the structure of the economy and the
way in which the individual sectors fit together (Miernyk[11].

The Inter-Industry Accounts disaggregates the economy:
on the one hand, into a processing segment which has a set
of industrial sectors each producing one commodity or a group
of homogeneous commodities, and on the other, into a final
demand segment representing household and government expen-
ditures, private investments and exports. This dlisaggre-
gation permits the tracing of the flow of goods and services
from one producing industry to another sector or industry
that makes use of the commodity. In effect, the system shows
how the output is distributed to the different industries and
at the same time it shows the inputs each industry receives
from other industries and sectors.

The input-output system is not a planning tool but rather
an analytical tool that shows in detail how changes in one
or more sectors of the economy will affect the total economy.
The major advantage it brings to comprehensive planning Is
precisely this - the empirical demonstration of the inter-
dependence of the different sectors within the economy. For
normative planning, input-output analysis may be applied in
conjunction with optimization techniques (Dorfman et al [12],
Bargur [13]). However, this approach was not applied at this
phase.

The Input-Output Accounts as an analytical tool brings
with it several other forms of analysis (Chenery [14], such
as structural analysis, forecasting and impact or multiplier
analysis.
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4.3.2 Empirical Application (Bargur [1.5])

Two computational algorithms to generate a regional input-
output model from a national Input-Output table and to manip-
ulate this model for analytical purposes by means of matrix
calculations were derived for the project and employed in the
sequence. The models are presented in Fig. 4.

5. ANALYSIS AND SUMMARY OF RESULTS

5.1 Formulation of the Regional Development Plan

Principal results of the models which correspond to the
planning levels are shown in Fig. 5. They are presented in
terms of the hierarchy of the planning concepts discussed Ln
the preceding sections and summarize the components of the
preferred development plan.

The results which pertain to the Lower Level Basln-Wide
Water Resource Analysis, summarize at first the iean charac-
teristics derived from the hydro-meteorological simulation.
'lhese in turn served as the basis for the derivation of four
basin wide storage options with corresponding diversions,
irrigated areas and flood peak reductions as well as four
options of flood control for the Candaba Swamp, a major flood
retention basin within the Project Area.

The Intermediate Sectoral Project Area Level sums up !
benefits and investments for the preferred plan which were
derived from the agricultural development analyses for five
planning units separately (crop intensities for each planning
unit before and after the development represent the direct
gains or benefits) and from the various storage and flood
control options established at the first, lower level of the
hierarchical system.

The preferred plan has been characterized by additional
irrigated area, flood relieved area, additional water supply
and the corresponding investment agricultural production and
benefits (income and job opportunities).

Finally the highest level of the plantiLng system which
pertains to the macro-economic analysis provides the overall
regional reference in which the agricultural development will
take place.

Regional growth rates for 30 years for the gross regional.
product, value added, employment production and capital in-
vestments have been derived so as to sustain corresponding
growth rates for the agricultural sector as derived in the
intermediate plantiting level.
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5.2 Assessment

The economic and socio-economic consistency between o

overall regional and sectoral (agricultural) development has
been checked by inter-level comparison of the intermediate
and highest planning levels.

This consistency check corresponds to the technological
consistency check applied by inter-level feedback between
the lowest and intermediate planning levels.

Hence the hierarchical planning system as presented here
and practically employed could actually be viewed as a de-
composition system where technological feasibility, economic
efficiency and socio-economic benefits are analyzed inde-
pendently but tied together by the inter-level. decision-
making components.

This independent, yet simultaneous approach to the techno-
economic and socio facets of a regional deve.opment plan, has
proven itself as an applicable and useful tool in regional
development practice.

5.3 Problems and Limitations

One major problem encountered in this project stems mainly
from incompatibility of the area delineated for study. Projects
are usually delineated on the demand side along administrative
and geo-political lines, such as administrative regions, states
provinces, metropolitan areas and municipalities. However, on
the supply side, i.e. the resource base, only geo-physical
entities such as river basins - are valid. Regional plans,
as dealt with here, may thus create jurisdictional problems,
while at the same time the statistical data necessary for
regional delineation is lacking. These problems are usually
compounded by incompatible inter-regional and national de-
velopment goals such as metropolitan extension or inter-
regional competition of the allocation of capital funds, as
also by the usually competitive interrelations of the poli-
tical and administrative authorities.

All these problems were actually magnified in the Pampanga
Delta-Candaba Swamp Project. However, application of the
hierarchical approach provided, in addition to the above-
mentioned theoretical arguments, a decentralized planning
system which could assume a varied pace of progress for the
different planning levels according to the a,7ailability of
data without losing the overall comprehensiveness of the
regional plan, as long as the inter-level linkages were
preserved throughout the process.

4
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